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PREFACE

Polymer morphology refers to the order within macromolec-
ular solids and the structural constitution on the levels from
nanoscale to a submicron and micron scale. The morphology
plays an important role in the processing and application of
polymeric materials. It embraces the processes of formation
such as crystallization, deformation, and so on and the
consequences for material properties as well as product
performance.

Many books have been written on different particular
aspects of polymer morphology. However, this book includes
the basic principles and methods for morphological charac-
terization, followed by a comprehensive understanding of
polymer morphology, properties, and processing in a range
of polymeric materials. It is composed of two parts: I. Prin-
ciples and Methods of Characterization and II. Morphology,
Properties, and Processing. Part I starts with an overview and
prospects of polymer morphology, and then presents a detailed
account of the principles and methods that are most used for
investigation of polymer morphology. Morphology–property
relationships are critical in the processing and applications of
polymeric materials, which are addressed in Part II. The way

in which the material is processed is a key determinant of
the morphology and resulting properties. Understanding the
morphology and the processes of its formation is essential in
order to achieve the desired properties of a polymeric material
in a certain application. A sampling of work in this area is
also provided in Part II. I hope that it will not only serve as a
useful textbook for advanced undergraduate and postgraduate
students but also as a concise handbook for researchers in
academia and engineers in related industries.

I express my appreciation and respects to all the contribu-
tors for their commitment, patience, and cooperation. Finally, I
wish to express my sincere gratitude to the staff of John Wiley
& Sons, Inc., especially Jonathan T. Rose who invited me to
edit this comprehensive book and provided helpful support,
and also Purvi Patel and Amanda Amanullah for her assistance
during the edition.

Qipeng Guo
2015

Australia
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1
OVERVIEW AND PROSPECTS OF POLYMER
MORPHOLOGY

Jerold M. Schultz
Department of Chemical Engineering, University of Delaware, Newark, DE, USA

1.1 INTRODUCTORY REMARKS

Why are we interested in the morphology of polymers? I
would like to say that our interest is in the inherent beauty
and intriguing complexity of the patterns. Two examples are
microphase-separated block copolymers and homopolymers
crystallized from the melt. Figure 1.1 shows the range of
morphologies typical to simple AB copolymers [1]. These
structures are defined by the composition of the diblock
copolymer: alternating plates for approximately equal
amounts of components A and B, proceeding through double
gyroid, rod, and sphere morphologies as the composition is
made increasingly unbalanced (see Chapters 10, 14, and 15).
More complicated repetitive morphologies are found in more
complex block systems [1, 2]. Importantly, the repetition
scales of these morphologies are of the same order as the
dimensions of the molecular coils of the blocks – typically,
tens of nanometers. Homopolymers crystallized from the melt
display morphological features from the micrometer range
to tens of nanometers. Figure 1.2 is an optical micrograph of
spherulites of poly(ether ketone ketone) crystallizing from
the melt. Seen in the figure are arms radiating from a central
point, the arms then branching at small angles, to fill all space
between the arms. Higher resolution images reveal that the
arms are composed of stacks of long, ribbonlike crystals, with
the molecules running in the thin direction of the crystals, as
sketched in Figure 1.3 [3]. Why and how did such long-chain
molecules, very highly intertangled in the melt, disentangle
themselves to form this spherically symmetric array of
bundles of lamellar crystals?

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

Certainly, the beauty of and the desire to understand
the complexity of systems such as block copolymers and
melt-crystallized polymers have played a role in driving
the study of morphology. But most of the research in this
area is funded and executed because properties of the
polymeric materials are tied to the morphological detail.
For instance, the fine-scale repetitive morphology of block
copolymers makes them well suited for photonics [4], as
well as for photovoltaic [5, 6] and battery [7] applications.
Figure 1.4 shows a recent result for a block copolymer
used as a photovoltaic system. The block copolymer is
poly(3-hexylthiophene)–block–poly((9,9-dioctylfluorene)-2,
7-diyl-alt-[4,7-bis(thiophen-5-yl)-2,1,3-benzothiadiazole]-2′,
2′′-diyl) (P3HT-b-PFTBT), with a composition of 56 wt%
P3HT. With nearly equivalent volume fractions of each
block, the system has an alternating plate morphology, as
shown in Figure 1.4a. The I–V curve shown at the right
demonstrates an efficiency of about 3%. While this efficiency
is not competitive with current commercial photovoltaics, it is
encouraging for the earliest stages of a new approach.

While the study of the morphology of polymers has been
an occasional topic for over a century, it became a field
of study in its own right with the advent of commercial
transmission electron microscopes some 60 years ago. It was
only then that the fine structures unique to polymers could
be resolved and directly observed. But the electron beam
in electron microscopies typically destroys the specimen
in a few tens of seconds, precluding much in the way of
following the evolution of fine morphological detail. Studies
of morphological evolution were based on less direct (but
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(a) (b) (c) (d)

Figure 1.1 Morphology of AB diblock copolymers. From (a–d), in increasing composition from 0 to 50 vol%, spheres arranged on a
body-centered cubic lattice, hexagonally packed cylinders, gyroid, and lamellae. Balsara and Hahn [1]. Reproduced with permission of World
Scientific.

20 μm

Figure 1.2 Spherulites growing into a melt of poly(ether ketone
ketone) (PEKK 70/30, a copolymer of 70% terephthalate and 30%
isophthalate moieties) at 280 ∘C.

Thickness~10 nm

Width~102 nm

Spherulite
center

Spherulite
surface

Growth arms

Figure 1.3 Sketch of a growing spherulite, showing crystalline
lamellae and growth arms (stacks of lamellae). Schultz [3]. Repro-
duced with permission of American Chemical Society.

nonetheless useful) scattering, diffraction, spectroscopic, and
calorimetric methods, in which local structure was educed
from bulk behavior. This situation changed in the late 1990s
with the advent of scanning probe microscopies and, some-
what more recently, with imaging based on spectroscopies.
The current state of structural tools is detailed in Chapters
2–9 of this book.

1.2 EXPERIMENTAL AVENUES OF
MORPHOLOGICAL RESEARCH

There are broadly three avenues of investigation of mor-
phology. One is the characterization of the morphological
state of a polymeric material. All of Part 1 and parts of
Part 2 of this book deal specifically with characterization.
As mentioned, there would be no need for a science of
polymer morphology, were the morphology unimportant in
establishing properties. Morphology–property relationships
are then a second important area of study. A sampling of
recent morphology–property research is given in Chapters 18
and 21, with examples included in other chapters. The third
avenue is the study of how processing controls morphological
detail, and hence also defines the behavior of the product. A
sampling of work in this area is provided in Chapters 11–16,
19, 20, and 22. The three avenues of research are treated in
the following subsections.

1.2.1 Morphological Characterization: The Enabling
of in situ Measurements

Because so much of this compilation is already devoted to
characterization, we concentrate here on only two aspects:
rapid measurements and combined techniques.

One of the most interesting developments over the few
decades of morphological study has been the development
of tools for following morphological development in situ
during processing operations. Many of these in situ meth-
ods awaited the development of fast measurement tools.
Synchrotron radiation has provided X-ray and infrared (IR)
intensities orders of magnitude higher than had been possible
in laboratory-scale instruments. This beam intensity, plus the
creation of detectors capable of capturing an entire spectrum
of data in parallel, has reduced scan times for individual
measurements from the order of an hour to the order of
milliseconds. The technologies that enabled such work
were the development of one- [7, 8] and two-dimensional
[9, 10] position-sensitive wire detectors in the 1970s and of
polymer-oriented beamlines at synchrotrons, beginning in
the mid-1980s [11]. In parallel, more recently, Chase and
Rabolt have similarly provided a rapid advance for infrared
spectroscopy, developing a parallel capture system [12–14].
Another pair of important breakthroughs in the first decade
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Figure 1.4 (a) Sketch of alternating lamellar morphology of a photovoltaic device made from the block copolymer
poly(3-hexylthiophene)–block–poly((9,9-dioctylfluorene)-2,7-diyl-alt-[4,7-bis(thiophen-5-yl)-2,1,3-benzothiadiazole]-2′,2′′-diyl) (P3HT-b-
PFTBT), with a composition of 56 wt% P3HT. (b) I–V curve for the device. Guo et al. [6]. Reproduced with permission of American Chemical
Society.

of the 2000s were the recognition that morphological devel-
opment from the melt could be followed at high resolution by
atomic force microscopy (AFM) [15–17], and the subsequent
development of a very fast method of obtaining AFM images
[18–21]. Using AFM, the same area can be probed many times
at high resolution, in contrast to the situation for electron
microscopies.

Another area of recent advances is in imaging using
signals other than light, electrons, or neutrons. Scanning
microscopies have enabled the use of any of a wide variety
of signals, among which are surface friction (AFM phase
mode), near-field optics, time-of-flight secondary ion mass
spectroscopy (ToF-SIMS), and infrared and Raman absorp-
tion. An example of ToF-SIMS mapping across a spherulite,
from Sun et al. [22], is shown in Figure 1.5. Seen is a map of
the positions from which molecular fragments representing
poly(ethylene oxide) (PEO) and poly(l-lactic acid) (PLLA)
occur in a ring-banded spherulite of a 50/50 blend of PEO
and PLLA. This image shows a radially periodic alternation
of the two components. The periodic alternation is as yet
unexplained. Figure 1.6, from Cong et al. [23], shows IR
images taken at three different times during the growth from
the melt of an isotactic polypropylene (iPP) spherulite at
142 ∘C. The band at 1303 cm−1 represents crystalline iPP;
the band at 998 cm−1 represents ordered sequences of iPP
in the melt. The spatial disposition of the 998 cm−1 band
demonstrates the preordering of iPP chains in the melt ahead
of the spherulite front. IR imaging is described in detail in
Chapter 7.

1.2.2 Morphology–Property Investigation

An ongoing example of correlating morphology and properties
is that of the mechanical behavior of engineering polymers. In
the case of tensile deformation, one ideally follows changes in

PLLA PEO

Figure 1.5 An ion map of a banded spherulite that formed in a
3-μm-thick film of a PLLA/PEO (50/50) blend crystallized between
a silicon wafer and a Kapton cover for 5 h at 125 ∘C. Image obtained
after removal of the Kapton. Sun et al. [22]. Reproduced with permis-
sion of Elsevier.

structure at the intermolecular, lamellar, and spherulite levels.
Optical microscopy and small-angle light scattering can be
used to follow spherulite-level changes during deformation,
while wide-angle and small-angle X-ray scattering are
available for intermolecular and lamellar study, respectively.
Infrared absorption can be used to follow molecular-level
changes. Until relatively recently, only light scattering has
been fast enough to follow events in situ during deformation.
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Figure 1.6 In situ optical microscope images of a single spherulite (set A) and the corresponding 3D images of intensity distribution of
different conformational bands. Sets B and C refer to 1303 and 998 cm−1 bands, respectively. 1−3 are collected at different times during
isothermal crystallization at 142 ∘C. The scale bar is 50 μm. Cong et al. [22]. Reproduced with permission of American Chemical Society.
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Figure 1.7 SAXS patterns obtained during tensile testing of oriented iPP films. Straining direction is vertical. Top row: during continuous
straining at 10−3 s−1. Bottom row: stretch-hold method. Stribeck et al. [31]. Reproduced with permission of John Wiley and Sons.

Optical microscopy [24, 25] and light scattering [26] studies
in the 1960s showed clearly that spherulites underwent
large-scale deformation as entities. In this earlier work, a
specimen was extended a certain amount and then held there
until a measurement was made (over several minutes) and
then extended to the next level (stretch-hold investigation).
But polymer spherulites are composed of ribbonlike crystals,
with intervening layers of uncrystallized material. How does
this finer structure deform so as to allow spherulites to change

shape, and how are these mechanisms reflected in stress–strain
behavior? To address these questions, tensile deformation
devices were built onto laboratory-scale X-ray systems, and
small- and wide-angle X-ray scattering (SAXS and WAXS)
patterns sampled during interruptions of deformation, again
each pattern requiring several minutes [27, 28]. A good deal
was learned about intraspherulitic deformation mechanisms:
sequentially, deformation of the amorphous layer, shear of
lamellae along the chain axis, and destruction of lamellae,
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Figure 1.8 Dynamic load-reversal mechanical test of hard-elastic iPP film at a strain rate of �̇� ≈ 10−3 s−1. The following are shown as a
function of elapsed time t: top – elongation; middle – long period L (solid line), lateral extension of a sandwich made of two crystalline
lamellae (broken line), and strength of the chord distribution function (dotted line); bottom – tensile stress. Vertical bars indicate zones of
strain-induced crystallization (black) and relaxation-induced melting (gray). Stribeck et al. [32]. Reproduced with permission of John Wiley
and Sons.

followed later by the creation of fibrils [29] along the stress
direction (see Ref. [30] for a review of the earlier work).

While this older work provided glimpses of mechanisms,
the studies were problematic in two major ways. First, there
was considerable relaxation of the system during the time
in which measurements were taken. This has been brought
home recently in parallel synchrotron-based studies of the
same polymer deformed according to the older stretch-hold
procedure and by continuous drawing [31]. Results are
shown in Figure 1.7. The difference between the stretch-hold
SAXS patterns (top) and the continuous deformation patterns
(bottom) are large, and show broadly that the perfection of the
lamellar stacks increased considerably during the hold period.
In most studies reported in the past 15–20 years, SAXS and
WAXS data was collected during continuous deformation.
The results relate to intermolecular strain (WAXS) and
lamellar deformation (SAXS). An example of such results
for cyclic loading and unloading of a hard elastic iPP film is
shown in Figure 1.8 [32]. It is interesting that the strength
of the SAXS signal S rises and falls with the applied strain,
apparently showing alternating crystallization and melting.
Excellent descriptions of experimental methods and devices
for synchrotron studies of mechanical behavior are found in
Refs [33] and [34].

Fairly recently, IR measurements have been combined
with mechanical testing and synchrotron X-rays, providing
additional information on changes within the chain [35].
Finally, microbeam synchrotron X-ray investigation has per-
mitted the study of structural variations at different positions
within a specimen, for instance, skin versus core in fibers [36].

It should be mentioned that the spherulite size itself can be
important in the failure behavior of spherulitic polymers. Some
early literature in this area can be found in Refs [37] and [38].

An interesting finding is reported by Sandt [39]. In this work,
it was shown that the mode of crack propagation gradually
changed from interspherulitic to intraspherulitic with increas-
ing rate of deformation, as shown in Figure 1.9.

1.2.3 Morphology Development

1.2.3.1 Flow-Induced Crystallization In most polymer
processing, the material is highly stretched in the melt while
it crystallizes. The most extreme cases of such processing are
in fiber spinning and film blowing. In the case of the spinning
of poly(ethylene terephthalate) (PET) fibers from the melt,
stretch rates of the order of kilometers per minute are typical,
and crystallization rates can be increased by some five orders
of magnitude in melt-oriented fibers, relative to the quiescent
state [40]. The final state of melt-spun PET fibers is that of
row structures: stacks (rows) of thin lamellar crystals with the
chain axis aligned along the thin dimension of the lamellae
and along the fiber axis [41]. It had long been conjectured
that these lamellae nucleated on very fine precursor fibrils,
and it was suspected that the fibrillar precursors were either
present only ephemerally or were hidden by the prolific
overgrowth of lamellar crystals. Ephemeral precursory fibrils
(with diameters of a few nanometers) were identified, using
transmission electron microscopy (TEM) [42, 43] and also
by performing radial distribution function analysis [42] (two
very difficult experiments!) in fibers crystallized in the solid
state after quenching to an oriented, noncrystalline structure.
But the study of the early stages of crystallization during
actual spinning operations awaited the construction of the
spinning apparatus at synchrotron sites. The early stages are
now well documented, including the initial precursor fibrils
and the subsequent growth of lamellae. This work has been
reviewed by Somani et al. [44].
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Figure 1.9 Effect of strain rate on the fracture of spherulitic iPP: (a) Scanning electron micrographs of the fracture surface, in which frac-
ture along interspherulite boundaries is seen at the three lowest strain rates, while intraspherulite fracture is seen at 10 m/s; (b) yield stress
and fracture stress versus strain rate; (c) fraction of intraspherulite fracture versus strain rate. Sandt [39]. Reproduced with permission of
Ruhr-Universitaet Bochum.

It is relatively easy to build heaters and other ancillary
equipment in the spacious and accessible specimen area at
synchrotron beamlines. Consequently, the synchrotron-based
study of morphological development during crystallization
from the melt is now nearly routine. Similarly, deformation
devices, with heaters attached, are found at synchrotron
polymer beamlines, and numerous synchrotron-based reports
of morphological development during drawing can be
found.

1.2.3.2 Spherulite Formation It has been recognized for
almost 60 years that polymer spherulites are composed of
ribbonlike lamellar crystals in which the chains lie parallel
to the thin direction and must reenter each crystal numerous
times (see, e.g., Ref. [45], for an excellent early review). The
most interesting phenomena occur at the level of individual
lamellae, and until relatively recently sufficiently high resolu-
tion has been available only in electron microscopy. Because
of the low specimen life in an electron beam, and because
of the usual use of irrecoverable staining or etching, electron
microscope study of the fine structure of spherulites has been
limited to “post mortem” observation, at room temperature,
of fully crystallized material. Some of the most detailed and
careful TEM studies have been performed by Bassett and
coworkers, using etching methodologies. The earlier work
in this laboratory is reviewed in Refs [46] and [47]. In this
work, done primarily on polyethylene and polypropylene, it
was found that spherulites develop through the growth first

of individual primary lamellae, with backfilling by secondary
lamellae. It was also shown that, at least some of the time,
lamellar twist occurred discretely, rather than continuously.
More recent work, using AFM, has been able to follow the
fine-scale development of spherulites in situ (see Ref. [48] for
a recent review).

While it is the time-lapse sequences that are unique, “still”
shots during transformations are also instructive. Examples
are shown in Figures 1.10 and 1.11. Figure 1.10, taken
during the early stages of growth of a spherulite of PBA-C8
(a poly(bisphenol A octane ether)) shows the transition from a
single lamella to a spherulite, via small-angle branching [50].
Figure 1.11 shows the growth front of a poly(caprolactone)
spherulite. Evident are the spade-like tips of the lamellae and
the cloning of lamellae in a stack by growth about giant screw
dislocations [49].

1.3 MODELING AND SIMULATION

In the past two to three decades, quantitative modeling of
morphogenesis has shifted significantly from analytical theory
to numerical simulation. Although the facile use of analytical
expressions in engineering application is valuable, the ability
of numerical simulation to predict details of morphological
development has opened new paths of understanding. Two
areas in which our understanding has been moved forward
are (i) numerical simulations of polymer phase separation and
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Figure 1.10 AFM phase images of spherulite development in PBA-C8. The temperature was 30 ∘C and the overall time was 167 min. Lei
et al. [50]. Reproduced with permission of Elsevier.

crystallization and (ii) analyses of the roles of self-generated
fields in polymer crystallization. Simulations are nicely
covered in Chapters 13 and15 and are not treated further here.

1.3.1 Self-Generated Fields

As a crystallization front progresses into a melt, three kinds
of fields are formed in the melt ahead of the front. First,
because of the density difference between crystal and melt
and the slow stress relaxation in the viscous melt, a pressure
or stress field is set up, with a gradient of negative pressure
decreasing in magnitude with the distance from the interface.
Second, the latent heat of fusion is continuously released at
the crystallization front, resulting in a thermal field highest at
the interface and decreasing into the melt. If there exist in the
melt molecular species that cannot crystallize, or crystallize
slowly in the propagating crystals, these species are excluded
from the crystal and must diffuse away, down a composition
gradient, into the melt. This “solute” buildup and its gradient

constitute a third type of self-generated field, a compositional
field. These fields are characterized by a diffusion length ö.
𝛿 is the distance from the interface at which the field strength
(temperature, pressure, or impurity composition) has dropped
from its value fi at the solid/melt interface to a level (fi − fo)/e
above the far-field value fo (i.e., the far-field value plus 1/e
of the difference between the built-up value at the interface
and the far-field value). For thermal and compositional fields,
ö=D/V, where D is the thermal or mass diffusivity and V
is the velocity of propagation of the solid/melt interface.
For a pressure field, 𝛿P = Dself

V
= 𝛽

𝜂V
, where Dself is the

self-diffusivity of chains in the melt, 𝜂 is the melt viscosity,
and 𝛽 is the Einstein equation coefficient, relating diffusivity
and viscosity. High levels of temperature, pressure, or impu-
rities in the melt at the interface act to slow the velocity of
the interface. A very small diffusion length indicates that the
field level is high at the interface. The interface propagation
velocity V is set by the undercooling To

m − Tc, where To
m is

the equilibrium melting point and Tc is the crystallization
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1 μm

b

a

Figure 1.11 AFM image of a larger PCL structure grown at 57 ∘C
from a molten film. Spiral growths from giant screw dislocations are
abundant in views that are intermediate between flat-on and edge-on.
Beekmans and Vancso [49]. Reproduced with permission of Elsevier.

temperature. The interface velocity increases steeply with the
undercooling. The buildup of stress, heat, or uncrystallizable
material (solute) at the interface all act to decrease the equi-
librium melting point, thereby decreasing the V. For a smooth,
continuous interface (a plane or a sphere), buildup continues
as the front propagates, slowing the motion of the front con-
tinuously. The velocity decreases with time t, proportionally
to t−1/2 [51]. Thermal diffusivity is relatively very high, and
consequently the thermal diffusion length is almost always
very large, rendering heat buildup at the interface negligible.
Thermal effects can be ignored. (The only possible exception
is for the very high values of interface velocity associated
with the spinning or heat treating of melt spun fiber [52, 53].)
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Figure 1.12 Computed growth front after 20, 40, 60, 80, and 100 steps. Parameters match a 50/50 iPS/aPS blend crystallizing into the melt
at 260 ∘C. Kit and Schultz [54]. Reproduced with permission of John Wiley and Sons.

The reasons that self-generated pressure or compositional
fields are morphologically important is that the buildup of
stress or impurities is greatly diminished if growth occurs as
a fine needle or ribbon, because the stress or impurities at the
tip can then be dissipated in three dimensions, as opposed
to one-dimensional flow for a large flat or spherical surface.
The growing body then adjusts its fineness to match the
rate of dissipation with the rate of growth. In this context,
then, the width of crystal lamellae and the size of stacks
of lamellae could be governed by stress or compositional
fields, and indeed finite-element [54] and analytical [55]
modeling show this to be the case. A finite element result
representing the growth-front propagation in a 50/50 blend
of syndiotactic (crystallizable) and atactic (not crystallizable)
polystyrene (iPS and aPS) is shown in Figure 1.12. In this
example, a stack of ribbonlike lamellae of small thickness
and infinite width is made to propagate forward in fine growth
steps. At each growth step, the diffusion equation is solved
locally in front of each lamella, and also the stack is made to
increase by one new crystal (simulating spawning by a giant
screw dislocation). The lamellar crystal grows at the velocity
dictated by the instantaneous composition in the melt at the
growth front. Shown in Figure 1.12 are the front positions
after 20, 40, 60, 80, and 100 growth increments. One sees the
formation of a narrow growth arm propagating linearly with
time into the melt. Most of the uncrystallizable polymer has
diffused laterally and produces a large interface composition
in front of the lamellae at the sides of the growth arm. The
growth front of these lamellae at either side propagates
at a velocity proportional to t−1/2. For these “secondary,”
trailing lamellae, the solute or pressure can be dissipated
only normal to the front, whereas at the growth arm tip these
can be dissipated laterally, as well as forward. This change
in the dimensionality of the field is important and allows a
constant growth velocity for the arm. The absolute growth
arm diameters given by this method are in broad agreement
with measurement for the iPS/aPS system [54, 55].

Another area in which self-generated field studies has
been useful is in the crystallization from miscible blends in
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Figure 1.13 Phase field simulations of the growth of a spherulite. Upper row: composition maps. A grayscale map was used to increase the
contrast. Lower row: orientation map. Schultz [56]. Reproduced with permission of American Physical Society. (See color plate section for
the color representation of this figure)

which only one component crystallizes (or crystallizes first).
In these systems, the noncrystallizing component can reside
finally between crystalline lamellae, between growth arms,
or between spherulites. Selection from these possibilities is
governed by the magnitude of the diffusion length. A review
of this area can be found in Ref. [56].

This topic has also been approached by phase-field
modeling. Phase-field modeling is an elegant approach for
following the propagation of a front at a fine scale, in the
presence of self-generated fields. In this method, equations
representing the local evolution of order (crystallinity) and
the local transfer of heat or chemical species are coupled.
The order parameter is allowed to vary continuously from a
crystalline phase (value 1) to a noncrystalline phase (value
0), over a very short distance (the “interface thickness”). The
order parameter is related to the local entropy, and use is made
of equilibrium and irreversible thermodynamics formalisms.
Phase-field modeling applied to two-dimensional spherulitic
polymer crystallization produces time-lapse images of the
growing spherulite and can replicate known features of
spherulitic growth [57–59]. Figure 1.13 is an example of
the phase-field simulation of the growth of a spherulite in a
blend. Most of the important features are captured, but the
relationships to real-life conditions (particularly temperature)
are not available. The current weakness in the phase-field
modeling of polymer crystallization is that the coupling of
growth kinetics and front propagation does not yet have the
steep temperature dependence of front propagation which is
experimentally known, the argument being made that only a
more simplified coupling can allow simulation to be carried
out in reasonable time.

1.4 WISHFUL THINKING

I have no crystal ball and am not endowed with second sight;
I cannot predict the future. I comment here only on what I

perceive to be useful. Certainly the ultimate aim of all polymer
morphology research is to produce useful products. In order to
engineer such products, one would like to schedule a sequence
of processes whereby a morphology is created suitable to the
end use of the product. In polymer processing, this is almost
always done by “feel,” with the connections of processing
to morphology and morphology to property not fully made.
In other areas of materials science – think, for instance,
of solid-state devices and of steels and cast irons – these
connections have been made, and processing to achieve
specific end uses is done with significantly better quantita-
tive understanding. In the case of polymers, much greater
effort has been made in characterizing morphology than in
putting processing–morphology and morphology–property
relations on a strong, quantitative footing. Advances in
measurement technology and simulation methods have now
put us in position to perform the studies that will make
possible the detailed, quantitative processing–morphology
and morphology–property connections. It is hoped that more
effort will be placed in these areas, in both academia and
industry, with profitable interactions between the two.

1.5 SUMMARY

The ultimate goal of morphology research is in the end
product. Work in this area can be divided into the areas
of morphology characterization, processing–morphology
relationships, and morphology–property relationships.
Recent advances in characterization tools have allowed
measurements, at appropriate accuracy, to be made orders
of magnitude faster than was previously possible. Further,
microscopic mapping of properties such as IR absorption and
viscosity are now available. These tools are enabling in situ
studies of the development of morphology and the correlation
of morphology with properties. Examples of synchrotron
X-ray investigation of morphological development in fiber
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spinning and of the changes of morphology with mechanical
behavior are given. It is hoped that such studies will place the
engineering of polymer products on an improved quantitative
footing.
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X-RAY DIFFRACTION FROM POLYMERS
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2.1 INTRODUCTION

Polymers can be broadly classified as either amorphous
or semicrystalline. In amorphous polymers, crystallization
of polymer chains can be inhibited by steric hindrances
(e.g., polycarbonates and polymethacrylates), by the pres-
ence of cross-links (e.g., epoxies), or by entanglements
(e.g., elastomers). Categories of semicrystalline poly-
mers include thermoplastics (e.g., polyethylene, PE; and
poly(ethylene terephthalate), PET) thermoplastic elastomers
(e.g., ethylene-vinyl acetate polymers, EVA), and liquid
crystalline polymers (LCPs, e.g., aromatic polyamides). In
all these different classes of polymers, the structure (spatial
arrangement of the atoms) and morphology (size, distribution,
and orientation of crystallites and lamellae), which are deter-
mined by processing conditions, affect the performance of the
polymer. For instance, crystallization kinetics determines the
morphology, and thus affects the surface finish and influence
subsequent coating processes such as electrodeposition and
painting. Orientation, crystallinity, and the distribution of
the crystalline and amorphous domains are determined by
the linkages between various domains that are determined
by the processing conditions. These characteristics influence
the mechanical properties, such as tenacity, modulus, and
elongation to break and fatigue behavior, and the barrier
properties by controlling the diffusion of water and gas
molecules. Morphology also plays an important role in
controlling the dimensional stability, which is important in
engineering materials and biomaterials where tight tolerances
are desired. This chapter discusses the measurement of some
of the characteristics of polymer structure and morphology
that impact the polymer properties.

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

Several different techniques are required to examine the
structural characteristics in polymers at several length scales
(Fig. 2.1). This chapter describes two X-ray diffraction (XRD)
techniques that are commonly used in the characterization
of the structure and morphology in polymers and polymer
composites: wide-angle X-ray scattering (WAXS) for the
atomic and molecular structures, and small-angle X-ray
scattering (SAXS) for the mesoscale structures [1–4]. The
use of WAXS for determining crystal structure, disorder,
and orientation is discussed. SAXS methods are discussed
in the context of analyzing the fibrillar and lamellar mor-
phology in semicrystalline polymers. Other techniques
highlighted are combination measurements such as simul-
taneous XRD and elongation, microbeam technique to map
the spatial variation in structure, and grazing incidence
diffraction (GID) to determine the variation in structure with
depth.

2.2 BASIC PRINCIPLES

X-rays are electromagnetic radiations. X-rays of wavelength
from∼0.1 to 2.5 Å (ca. 100 to 5 keV) are typically used in scat-
tering or diffraction experiments. Although diffraction refers
to the interference of radiations scattered from structural fea-
tures of the sample, the terms scattering pattern and diffraction
are often used interchangeably. The wavelength of X-rays is
such that the diffraction data permits analysis of structures at
sub nanometer to sub micrometer length scales. Short wave-
length or hard X-rays penetrate through thick samples, and
permits sample cells to be made of metals such as thermal
analysis pans and high-pressure cells. Long wavelengths or
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Figure 2.1 Schematic of the hierarchical structure in crystallizable polymers.

soft X-rays make it convenient to examine structures at longer
length scale.

When X-rays pass through matter, depending on the
absorption coefficient of the material and the wavelength of
the X-rays, a fraction of their energy is absorbed by the atomic
electrons in the material. The fraction of the X-rays that is not
absorbed is scattered. A large fraction of this scattering occurs
without any change in the wavelength. This scattering, called
coherent scattering, is used in structural analysis. Scattered
radiation whose wavelength is different from that of the
incident radiation, called incoherent scattering, contributes
to the diffuse background to the observed diffraction pattern.
This diffuse incoherent scattering needs to be calculated
and subtracted from the observed diffraction pattern. This
is especially important in the quantitative analysis of the
diffraction patterns from polymers that are more often highly
disordered, and thus the coherent scattering from these
disordered domains also appears as diffuse background (see
Sections 2.5 and 2.6).

Even though the coherently scattered X-ray from each
electron is in phase with the incident X-rays, because of
the electrons are spread over an appreciable volume around
the nucleus, the X-rays scattered by the various electrons
within one atom are more or less out of phase with each other
depending on the scattering angle 2𝜃. The coherent scattering
power thus decreases with 2𝜃. This is expressed in the scat-
tering factor or the form factor (f) of the atom. The coherent
scattered intensity is a product of two factors, the form factor
f, and the structure factor F. F is the structure, the organization
of the atoms and molecules that is being sought. Established
crystallographic methods for determining and describing the
polymer structure at the atomic and molecular level can be
found in well-written textbooks [5, 6] and handbooks [7].

Therefore, rather than describing these methods, this chapter
focuses on the aspects unique to polymeric materials.

The diffracted intensities are recorded as a function of the
scattering vector (or momentum transfer) q, which is related to
the scattering angle 2𝜃 by the relation q= (4𝜋 sin 𝜃)/𝜆. When
coherently scattered X-rays from atoms in neighboring planes
interfere with each other, then Bragg’s law (Eq. 2.1) holds:

n𝜆 = 2d sin 𝜃 or d = 2𝜋∕q (2.1)

where d is the distance between the atomic planes (d-spacing)
and 𝜆 is the wavelength. n is an integer; n= 1 corresponds to
the reflection of the first order for a given set of atomic planes,
and second and higher orders of reflections occur at larger val-
ues of 2𝜃. This is the key relation in relating the structure to the
observed peaks in the diffraction pattern. Bragg’s law applies
to materials with repeating discrete reflections that occur from
the crystallographic planes. However, the inverse relationship
between the real space (d) and the reciprocal space (q) is often
used to interpret the positions of diffuse halos present in amor-
phous materials in terms on interchain distances even though
no clear crystallographic planes are present.

Scattering at q> 0.5 Å−1, labeled wide-angle X-ray dif-
fraction or scattering (WAXD or WAXS), reveals the struc-
ture at d= 0.1–10 Å, at the level of atoms and molecules.
Scattering at 0.005< q< 0.5 Å−1, labeled SAXS, reveals the
structure at d∼ 10–100 nm, the mesoscale structure arising
from the aggregates of atoms and molecules. Scattering at
q< 0.005 Å−1, often called ultrasmall-angle X-ray scattering
(USAXS), is used to analyze the structure at d∼ 0.5 μm
corresponding to colloidal structures that are also seen in
electron microscopy. The smallest length scale that can be
analyzed is 𝜆/2, ∼0.5 Å, the diffraction limit. In theory, there
is no upper limit to the length scale of the structures that
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TABLE 2.1 The Structural Parameters That Can be Derived from WAXS Data from Polymers in the Solid State

Structural Feature Characteristic Parameter Feature in the WAXD Pattern

Crystal structure Unit cell dimensions Positions of the crystalline reflections
Atomic positions Positions and the intensities of the crystalline reflections

Crystallites Total weight fraction Area under the crystalline peak relative to the scattered intensity
Size Width of the Bragg peaks
Disorder Increase in the widths of the peak with scattering angle
Orientation Azimuthal spread of the intensity in the crystalline reflections

Polymorphs/composition Relative fractions Relative intensities of the corresponding reflections
Amorphous domains Interchain distance Position of the amorphous halo

Orientation Azimuthal spread of the amorphous halo
Oriented or intermediate phase Ratio of the areas due to the oriented and unoriented components

TABLE 2.2 The Structural Parameters That Can be Derived from SAS Data from Polymers in the Solid State

Structural Feature Characteristic Parameter Feature in the SAS Pattern

Voids Size and distribution Characteristics of the decay in central diffuse scattering
Height (length) when voids are elongated Width of the diffuse scattering along the meridian

extrapolated from a series of meridional slices
Misorientation Azimuthal intensity distribution of diffuse streak

Fibrillar structure Spacing between the fibrils Position of the diffuse interference peak in the equatorial
streak

Height (length) of the fibrils in oriented
structures are elongated

Width of the diffuse scattering along the meridian after
accounting for the void contribution

Misorientation Azimuthal intensity distribution of diffuse streak after
accounting for the void component

Lamellar structures or
domains in oriented
samples

Lamellar or domain spacing Position of the interference peak along the meridian or the
minor axis of the elliptical trajectory of the lamellar
reflection

Lamellar or domain thickness and diameter Extent of the reflection in meridional and equatorial
directions

Tilt angle of the lamellae Angular separation of the lamellar reflections across the
meridian in 4-point patterns

Misorientation Variation in the meridional width with distance from the
meridional axis

can be analyzed by diffraction, but the practical limits of
collimation sets the current limits at ∼5 μm [8]. Tables 2.1
and 2.2 show some of the parameters that are discussed in the
following sections.

2.3 INSTRUMENTATION

X-ray scattering equipment typically have the following
components: an X-ray source, collimation, sample position-
ing system, detector and data-analysis software. Although
synchrotron sources, which provide 1000 times more flux
than the in-house sources, are now readily available, in-house
X-ray facilities using sealed and rotating anodes are still
widely used because of ease of use, flexibility, and acces-
sibility. Synchrotron radiation makes it possible to carry
out specialized investigations such as spatial mapping with
micron-size beams, real-time measurement during thermal
cycling in a differential scanning calorimeter, and in situ
measurement during mechanical deformation.

The most basic X-ray measurement device is a powder
diffractometer that includes a collimator, a sample holder,
and a counter that scans along the 2𝜃 arc (Fig. 2.2a). The
apparatus of the type shown in the figure is optimized
for collecting the data in reflection or Bragg–Brentano
geometry, the most common mode for powder diffraction.
Most polymers are weak absorbers of X-rays, a common
exception being fluorine- and chlorine-containing polymers
such as poly(tetrafluoro ethylene) and poly(vinyl chloride).
Therefore, XRD data from polymeric materials are com-
monly obtained in transmission geometry where X-rays
pass through the sample. For this purpose, equipment of the
type shown in Figure 2.2a can be fitted with a transmission
stage. It is also possible to carry out microbeam XRD
using capillary optics. With special collimators and sample
positioning devices, this apparatus can also be used for
reflectivity and grazing incidence mode to study the surface
structure.

An example of a SAXS apparatus is shown in Figure 2.2b.
In these experiments, to obtain data close to the primary
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Figure 2.2 Instrumentation for (a) WAXD and (b) SAXS. Images courtesy of Rigaku Americas Corporation.

beam, a highly collimated beam obtained with slits separated
by large distances between the source and the sample, large
flight path between the sample and the detector, and evacuated
beam paths are used.

The intensity of the scattered X-rays is measured using
point detectors (scintillation, proportional or solid-state
detectors) that offer resolution at the expense of speed.
Point detectors typically collect data from 5∘ to 120∘ 2𝜃
(q∼ 0.4–7 Å−1 with Cu K𝛼). 1D and 2D detectors offer speed
with some loss of resolution, and can be expensive. Figure 2.3
shows a combined SAXS–WAXS pattern that can be obtained
with a large 2D detector.

Data analyses software are often provided by the manufac-
turers of the diffraction equipment. However, special attention
needs to be exercised when analyzing data from nonroutine
samples.

Figure 2.3 A combined SAXS and WAXS pattern from a drawn
PA6 fiber. The small-angle pattern near the origin covers about 2.5∘
2𝜃. The d-spacing of the SAXS reflection is ∼100 Å. The d-spacings
of the two wide-angle reflections along the equator are 4.4 and 3.8 Å
[9]. (See color plate section for the color representation of this figure.)

2.4 STRUCTURE DETERMINATION

Methods for determining crystal structures of small molecules
and proteins using single crystals are highly developed. But,
these methods are not helpful in solving polymer structures.
This is because of the comparatively low degree of order that
can be attained in many polymers. Many polymers do not
crystallize. And even in those that crystallize, a significant
fraction of the polymer can be amorphous. Furthermore,
small crystallites (∼100 Å) and crystalline disorder due,
among other things, to the linkages between polymer chains
in the amorphous and the crystalline region broaden the
few observable reflections. Overlap of the reflections due
to this broadening is further compounded by the additional
overlap that occurs when the samples are not single crystals,
but at best fibers or films, where only one or two axes are
distinct. Therefore, even though crystal structures of polymers
can, in principle, be derived using standard crystallographic
techniques, alternative methods based on structural models
are invariably used. There have been attempts to use direct
methods for polymer structure determination as illustrated
in the work on polyethylene using powder diffraction data,
and on poly(𝜀-caprolactone) using fiber diffraction data [10].
Details of the techniques to prepare the samples, and collect-
ing the diffraction data for structure analysis can be found in
textbooks devoted to polymer structure analysis by Tadokoro
[11], and Alexander [1]. A combination of techniques,
especially electron diffraction, is useful in determining the
structures [12, 13].

2.4.1 Lattice Dimensions

Unit cell and the lattice dimensions, while necessary for
crystal structure determination, are by themselves valuable
in polymer characterization. This is because in contrast to
the lattice dimensions in crystals of small molecules, which
remain essentially unchanged, these dimensions in polymeric
materials vary over a relatively large range. The polymer
needs to be obtained in at least a fiber or a biaxially oriented
film in the initial identification of the unit cells, and in
assigning the reflections to appropriate lattice planes. Once
the reflections are indexed, cell dimensions can be calculated
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even from unoriented polymers, and used in identifying the
effect of processing on the packing of the polymer chains
in the unit cell [14], and in relating these changes to the
properties of the material. These dimensions change when the
crystal is under internal stress, when the polymer is subjected
to external strain [9, 15], and in conducting polymers where
the charge transfer affects the chain-axis dimensions [16].
Some lattice dimensions are less variable than others, for
example, the dimension along the chain axis varies less than
those in the lateral directions. The variations in the unit cell
dimensions often serve as a proxy to the more subtle changes
in the morphology of the polymer. These unit cell changes are
often reflected in thermal characteristics such as the melting
point and the crystallization temperature, and in mechanical
properties such as the impact strength and the extensibility of
a polymer.

2.4.2 Molecular Modeling

Polymer structures are often determined by trial-and-error
in which structures are first modeled, and then refined by
comparing the calculated and observed diffraction patterns.
Models typically use the constraints of standard bond dis-
tances, bond angles, and internal rotational angles. These
parameters that define bonding geometry of an isolated chain,
called the secondary structure in the literature on biological
macromolecules, can often be obtained by spectroscopic
methods, Raman, infrared (IR) and nuclear magnetic reso-
nance (NMR). In some instances, oligomers may provide a
template to model the polymer chain [17]. This is based on
the observation, first made by Staudinger, that packing of
chains is independent of the degree of polymerization so that
the crystal structure of the polymer can be represented by
the structure of a few monomer units. In using oligomers as
a template, proper choice of the end groups and the number
of monomer units that takes part in the crystal packing are
important concerns.

An example of the structure determined by modeling is
shown in Figure 2.4. This structure of poly(ethylene tereph-
thalate) was simulated using modeling software [18], and
is in agreement with the structure determined much earlier
from photographic data [19]. In recent times, structures have
been determined by energy minimization using commercially
available molecular modeling software [20]. There have been
efforts to derive the structure from ab initio quantum chemical
methods [21–23]. These structures are in good agreement
with the structure derived from the XRD data. In addition
to the determination of the crystal structures, computational
modeling is use to calculate the physical properties, deter-
mination of the effects of processing, and to understand the
effect of chemical and structural imperfections [18].

2.4.3 Rietveld Method

Another tool useful in discriminating between several pos-
sible structural models is Rietveld refinement [24, 25]. This

Figure 2.4 Crystal structure of poly(ethylene terephthalate). Car-
bon atoms are shown in gray, oxygen atoms in dark and hydrogen
atoms in white colors.

technique was developed for the analysis of structures of
small molecules, particularly inorganic materials. This is
essentially a curve-fitting procedure in which the unit cell
parameters and the molecular structure are refined using
the whole powder diffraction pattern. The technique is
useful when only powder diffraction data is available, and
is applicable when the polymer is sufficiently ordered and
crystalline so that ∼20 or more diffraction peaks are observed
up to high q values (∼4 Å−1, 2𝜃 = 60∘ with Cu K𝛼 radiation).
There has been some success in the use of this method in
polymers in refining the structures such as of polythiophene
and poly(hydroxy butarate) [24, 25], in identifying struc-
tures of intermediate order [23], and in characterizing the
microstructure [26].

2.4.4 Pair Distribution Functions

Amorphous polymers, which do not have any crystalline
reflections, are not amenable to structure analysis by the
methods described in Sections 2.4.2 and 2.4.3. In such
instances, the structure can be assessed using atomic pair
distribution function (PDF) [27–29]. PDF, g(r), is the proba-
bility of finding two atoms separated by a distance r. It can
be obtained by a numerical Fourier transform of the measured



�

� �

�

PHASE ANALYSIS 19

coherent scattered intensity, Icoh(q), by the using equations
2.2 and 2.3.

G(r) = 4𝜋 r 𝜌0 [g(r) − 1 ]

= 2
𝜋 ∫

∞

0
q[S(q) − 1] sin (qr) dq (2.2)

S(q) =

Icoh(q) −
∑

i

cif
2
i (q)[∑

i

cifi (q)

]2
(2.3)

The function G(r) given in equation 2.2 is widely used in the
literature and gives information about the number of atoms
in a spherical shell of unit thickness at a distance r from a
reference atom. The function S(q) in the equations is called
the structure function. In equation 2.3, ci and fi are the atomic
concentration and X-ray atomic form factor, respectively, for
the atomic species of type i. A drawback with g(r) is that it
emphasizes the atom-atom correlations, whereas interchain
correlations are of more importance in polymeric materials.
For this reason, the structure function S(q), which emphasizes
the structure at larger distances, is often preferred in analyzing
polymer structure. The PDFs calculated from the structural
models obtained from molecular dynamics (MD) simulations
are compared with those measured by XRD to arrive at the
most plausible structural representation of the polymer.

Structures of polymers such as poly(methyl methacrylate)
[30, 31], poly(dialkyl siloxanes) [32], polyethylene [33, 34],
and polylactides [35] have been determined using PDFs or
structure functions. The observed and the calculated S(q)s for
poly(methyl methacrylate) are compared in Figure 2.5 [31].
The S(q) curves can be transformed into PDF, and the different
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Figure 2.5 (a) Structure functions, S(q)s, for poly(methyl methacrylate) (PMMA). The observed data from an X-ray diffraction measurement
and that simulated using molecular modeling are shown. Li et al. [31]. Reproduced with permission of American Chemical Society. (b) A
curvature in the chain to account for the splitting of the peak at 2.5 Å−1.

peaks in the PDF correspond to the interatomic distances such
as O–O, C–C, C–O. The data shown in Figure 2.5 are signif-
icant for two reasons [30]. First, modeling was able to show
that the first peak at q∼ 1 Å−1 is a composite of intermolecular
distance of 6.6 Å and an intramolecular distance of 5.2 Å.
Other peaks are primarily intramolecular in character. Second,
even with powder diffraction data, it was possible to show that
the splitting of the peak at 2.5 Å−1 into two peaks correspond-
ing to two distances, 2.15 and 2.85 Å, a consequence of the
curvature of the molecule as shown in Figure 2.5 due mainly
to the unequal backbone bond angles. Similarly, analysis
in polyethylene was used to show that structure of molten
polyethylene consists of random chains with no substantial ori-
entation correlation between adjacent chains, whereas chains
in amorphous polyethylene are considerably more ordered
with regions of parallel chains [33]. PDF has been found to
useful in validating the computationally derived models, in
following the structural changes that occur during processing,
including hydration [35], and in understanding the small struc-
tural differences between closely related product types [36].

2.5 PHASE ANALYSIS

Both synthetic and natural polymers are rarely fully crys-
talline. Even when polymers are crystallizable, only a fraction
of the crystallizable chains is incorporated into crystalline
domains. Depending on the polymer and the conditions of
crystallizations, a significant fraction remains amorphous.
Furthermore, polymers usually crystallize in more than one
form. These different polymorphs can be identified, and their
relative amounts and the fractions of the chains that remain
amorphous can be unambiguously assessed from their XRD
patterns.
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2.5.1 Crystallinity Determination

Polymers usually have a continuum of structures, from
crystallites that are almost defect-free single crystals, to
crystals with dislocations and other defects, chain folded
and micellar crystals, 1D and 2D ordered aggregates, and
finally liquid-like amorphous domains. Despite this com-
plexity, it has been found to be useful to treat the diffraction
patterns from semicrystalline polymers as arising from two
phases, crystalline and amorphous. Within this framework,
Bragg reflections with a Scherrer crystallite size >30 Å are
attributed to crystalline phases, and the broad diffuse halos
that resemble thermal diffuse scattering to the amorphous
domains. To account for the range of order that can be
present between these two extremes, a third phase, variously
called as intermediate phase, mesomorphic structures, rigid
amorphous phase, dense amorphous phase, is sometimes
introduced especially in oriented polymers (see Section 2.7.4)
[37–42]. Assuming a two-phase system with crystalline and
amorphous segments, the total crystallinity can be determined
by comparing the area under the crystalline peaks to the total
scattering area [43–46].

The scattered intensity is used to calculate the volume
integral of the diffracted peak.

Vc ∝ ∫
∞

0
Ic (q)dVQ =∫

∞

0
q2 Ic (q)dq (2.4)

Weight fraction of crystallinity 𝜙c is then given by the
ratio of the integral of the diffraction intensity scattered by the
crystalline fraction to the total coherent scattered intensity:

𝜑c =
∫

∞

0
q2 Ic (q)dq

∫0
q2 [I (q) − ICompton(q)]dq

(2.5)

Alternatively, areas Aa and Ac of the amorphous and
the crystalline peaks, respectively, are used to calculate a
crystalline index (CI) defined as

CI = 100 × Ac∕(Aa + Ac) (2.6)

A diffraction scan over a q range of 0.5–3 Å−1

(2𝜃 = 10–50∘, Cu K𝛼) is used. The areas Aa and Ac are
determined by resolving the diffractometer scan into
amorphous and crystalline peaks (Fig. 2.6a) [49].

The accuracy and reliability of crystallinity determination
can be considerably improved by carefully addressing
three issues: background subtraction, identification of the
crystalline peaks – especially when they are broad and weak,
and, most importantly, the choice of profile for the amorphous
halo. Background subtraction requires drawing a proper
baseline between the minima in the scattering curve, or, more
appropriately, by collecting empty cell scattering. Crystalline
peaks are sometimes easily mistaken to be amorphous
scattering, thus leading to a severe underestimation of the
crystallinity. This can be alleviated by identifying the broad
crystalline peaks by suitable peak sharpening algorithms [50].
In drawing the amorphous halo, a scan from a molten polymer
provides upper limits for the widths of the amorphous halo,
and lower limits for their positions. The most versatile method
to derive an amorphous template is to obtain the scan of a fully
amorphous polymer or to extract it from a well-crystallized
specimen in which the crystalline peaks can be easily stripped
[45, 47]. Determining the crystallinity using this approach is
illustrated with data from polyamide 6 (PA6, also called as
nylon 6) (Fig. 2.6a). The amorphous profile was derived from
a scan of highly crystalline (64%), unoriented film of PA6,
in which the crystalline peaks could be easily identified and
removed to leave behind the amorphous halo. The parameters
of the amorphous halo were constrained while the scan was
profile fitted with the four additional crystalline peaks shown
in the figure.

Crystallinity determination requires that the XRD scan
be obtained from an unoriented sample. If the samples are
oriented, then numerous scans from different orientations
have to be collected and properly weighted to obtain a
scan equivalent to that of an unoriented sample [51]. Such
randomization can be readily accomplished for uniaxially
oriented samples than for samples with biaxial or more
complex orientation [52]. A measure of the intensity of the
crystalline peak in just a single scan, for example, equatorial
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Figure 2.6 (a) Profile-fitted data from poorly crystallized polymer film (PA6). The scan is resolved into an amorphous halo, and crystalline
peaks from the two crystalline polymorphs, 𝛼 and 𝛾 . Murthy and Minor [47]. Reproduced with permission of Elsevier. (b) Profile-fitted scan
from a blend of PA6 and poly(2,6-dimethyl-p-phenylene ether) (PPE). Murthy et al. [48]. Reproduced with permission of John Wiley and Sons.



�

� �

�

CRYSTALLITE SIZE AND DISORDER 21

scan, can be sufficient in some instances such as when the
goal is a qualitative comparison of the crystallinities in fibers
processed under different conditions.

2.5.2 Composition Analysis

The methods used for the crystallinity determination can also
be used to determine the ratios of the different polymorphs
that are often present in some polymers. In the case of
PA6 shown in Figure 2.6a, the scan is resolved into the
contribution from its two polymorphs, 𝛼 and 𝛾 , along with
the amorphous halo [47]. Relative areas of the various peaks
are used to calculate the relative amounts of the 𝛼 and 𝛾

components as well as the total crystallinity. The method can
also be extended to determine when more than one polymer
is present in the sample, such as polymer blends [48, 53].
Figure 2.6b shows an example of a mixture of amorphous
poly(2,6-dimethyl-p-phenylene ether) (PPE) and PA6. The
amorphous templates of PPE and PA6 were obtained from
the scans of the homopolymers as discussed in Section 2.5.1.
These templates were used as constraints in least squares
fitting the data from the blend. Such analyses were useful
in demonstrating that crystallinity and crystallite sizes of
the PA6 were smaller in an alloy of the two polymers than
in a blend [48]. Similar analyses have been carried out
in a blend of two crystalline polymers, polyethylene and
polypropylene [53].

2.6 CRYSTALLITE SIZE AND DISORDER

In addition with the level of crystallinity in a polymer, charac-
teristics of the crystals that make up the crystalline regions also
determine the performance of polymers. These characteristics
include changes in the unit cell dimensions, crystallite size,
and crystalline defects. These characteristics can be evaluated
from the positions of the diffraction peaks, from the width of
the diffraction peaks, and from the increase in the width of the
diffraction peaks with q, respectively, as discussed below.

The width of the crystalline peaks is a measure of the size
(L) of the crystals, which can be determined from the Scherrer
equation:

L = K𝜆
𝛽o cos 𝜃

= 2𝜋K
Δq

(2.7)

where K is a constant that depends on how the width is
calculated (0.9, if full width at half maximum, and 1 for
integral breadth) [54], 𝜆 is the wavelength of the radiation,
and 𝛽o and Δq are the breadth of the peak corrected for
instrumental broadening. XRD line broadening is not only
affected by the crystallite size but also by the crystalline
disorder. The contribution of this disorder needs to be taken
into account as described below to calculate the actual size of
the crystallites.

Two kinds of crystalline disorder can be identified in XRD
data. The disorder of the first kind refers to the imperfections

that, like thermal vibrations, alter the position of the atoms
locally around the lattice points; examples are vacancies,
interstitials, frozen-in displacements, substitutions, all of
which leave the long-range order unchanged. This disorder
reduces the intensity of the Bragg peak, without altering their
widths. The missing intensity appears as diffuse scattering
underneath the Bragg peak. This diffuse scattering can be
evaluated by global fitting, as shown in Figure 2.7. This
component measures the degree of lattice distortions of the
first kind, and has to be taken into account in evaluating
absolute crystallinities [49]. The crystalline disorders of the
second kind manifest in the form of increase in the breadth of
the crystalline peaks with q. The characteristic of the disorder
of the second kind is that the lattice order is not preserved
over a long range (>20 unit cells).

Two lattice disorder models are used to capture the
increase in the widths of the diffraction peaks with q. One
is the paracrystalline model of Hosemann [55, 56], and the
other is lattice strain or the microstrain model of Warren
and Averbach [57, 58], which is generally implemented in
practice using the method developed by Williams and Hall
[59, 60]. In the paracrystalline model, the unit cell vectors,
rather than being fixed over the entire crystal as in the ideal
lattice, fluctuate around a mean value. These fluctuations
are cumulative, and atomic positions lose register over long
distances. Thus, the lattice shows only a short-range order.
In the micro strain model, the increase in the peak width is
attributed to lattice strain due to internal or external stresses.
It is possible to distinguish between these two types of
disorders. Figure 2.8 shows one such example from a PA6
fiber. In the figure, the widths of a series of 0 k 0 reflections
are plotted as a function of the order of the reflection k [62].
After correcting for various artefacts, it was shown that in this
particular instance the increase in the width is due to lattice
strain, and not to paracrystalline disorder. In a plot of the type
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Figure 2.7 Global fitting of the data from a highly crystalline PET
sample. The scan is resolved into crystalline peaks (sharp peaks),
and two broad scattering, one due to the amorphous phase (the lower
background line) and the other due to crystalline disorder (hatched
area). Polizzi et al. [49]. Reproduced with permission of John Wiley
and Sons.
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Figure 2.8 Evaluation of the disorder in polymer crystals by measuring the changes in the widths of a series of reflections. The data are from
PA6 fibers drawn at different speeds given in meters per minute, mpm [61].

shown in the figure, the intercept can be used to calculate
the crystallite size, and the slope of the lines to calculate the
degree of crystalline disorder.

2.7 ORIENTATION ANALYSIS

Orientation of a polymer strongly influences many of its
properties, and therefore is one the most commonly measured
characteristics of the polymer. For instance, modulus of
fibers can be directly correlated to the degree of crystalline
orientation of the fiber. Because oriented amorphous segments
are not entropically favored, these segments tend to become
randomized when exposed to heat, causing the fibers to shrink.
More generally, oriented amorphous segments contribute
to the dimensional stability of the molded plastic parts.
Therefore, a description of orientation in polymers requires a
proper accounting of the orientation of the chain segments in
both the crystalline and amorphous domains.

2.7.1 Crystalline Orientation

The orientation of the crystals is described in terms of the
orientations of the normals to the selected crystallographic
planes (h k l), more specifically of the poles, which are points
at which the plane normals intersect a sphere that surrounds
the crystal (Fig. 2.9). The angular dispositions of the various
poles in 3D are often presented in 2D in the form of pole
figures by means of stereographic projections, one for each
reflection (Fig. 2.10) [1]. In this procedure, lines are drawn
from the points of intersection of the plane normals with the
sphere, h k l poles, to the south pole of the sphere. The locus
of the intersection of the isointensity lines from each h k l
pole with the equatorial plane (the plane of projection) forms
the pole figure for that particular reflection. Pole figures are
measured typically by rotating the sample and the detector in
diffractometer along a programmed path so as to explore the
required part of the reciprocal space.

h k l

010

1
0
0

1
0

0
x

z

y

α/2

α

φ

Figure 2.9 Stereographic projections of the crystallographic
planes.

As an alternative, or in addition, to pole figures, orientation
distribution function (ODF), which describes the orientation
of one of the crystal axis with a reference axis, is often used.
The orientation of the amorphous segments, which meander
from one crystalline region to another and exist outside the
crystalline segments, can be measured in terms of a different
set of orientation functions. ODF in polymers is usually
broad, the ODFs of the amorphous domains being signifi-
cantly broader than those of the crystalline domains. XRD
is perhaps the only technique that can provide a complete
description of ODF. Roe and Krigbaum have described a
method for calculating the crystallite orientation in terms
of pole figures, which are the orientation distribution of the
normals to the different crystallographic planes [63–65].

2.7.2 Uniaxial Orientation

In uniaxially drawn specimens (cylindrical symmetry) the
ODF, 𝜌(𝛼), for any given axis (e.g., chain axis) inclined at an
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Figure 2.10 Examples of pole figure plots of four common types of orientation. The pole figures vary depending on how the sample is
mounted with respect to the X-ray beam.

angle 𝛼 with respect to an external axis (e.g., draw direction)
is be expressed as a Legendre polynomial of order n:

⟨Pn⟩ = ⟨Pn(cos 𝛼)⟩ = ∫
𝜋

0
𝜌(𝛼) sin(𝛼)Pn (cos 𝛼)d𝛼 (2.8)

When the distribution function is replaced by variation in
XRD intensity, we have

⟨Pn⟩ = ∫
𝜋

0
I(𝛼) sin (𝛼)Pn (cos 𝛼)d𝛼

∫
𝜋

0
I(𝛼) sin (𝛼)d𝛼

(2.9)

For n= 2, the Legendre polynomial reduces to Hermans ori-
entation function, commonly referred to as P2

⟨P2⟩ = 3⟨cos2
𝛼 − 1⟩

2
(2.10)

P2 is widely used to describe the orientation in uniaxially
drawn samples, such as fibers. Generalized spherical
harmonics, of which Legendre polynomials are a subset, are
required to describe orientation in samples without cylindrical
symmetry [66].

In samples with cylindrical symmetry, <P2> is obtained
from the XRD patterns from the azimuthal intensity distribu-
tions I(𝛼) of suitably chosen reflections, where 𝛼 is the angle
between a crystal axis and the deformation direction (external
reference). For example, a meridional reflection can be used to
calculate the orientation of the chain axis with respect to the
draw direction. A degree of orientation, f, of a crystal axis with
respect to the fiber axis is calculated from the intensity distri-
bution by first calculating the mean cos2

𝜙 from the expression

⟨cos2
𝜙⟩ = ∫

𝜋∕2

0
I(𝜙) sin(𝜙)cos2(𝜙)d𝜙

∫
𝜋∕2

0
I(𝜙) sin (𝜙) d𝜙

(2.11)

In practice, f can be evaluated from the full width at
half-maximum (FWHM, Δ𝜙) of the intensity distribution,
assuming the distribution to be Gaussian:

I(𝜑) = e(−4𝜑2 ln 2∕Δ𝜑2) (2.12)

The following expression is then used to obtain f:

f =
3⟨cos2

𝜙⟩ − 1
2

(2.13)
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This expression looks similar to the definition of P2
(Eq. 2.10). If 𝜙= 0∘ is the deformation direction, then the
value of f varies from 0 in a randomly oriented system to 1
in a perfectly oriented system, and is −0.5 when the chosen
crystal axis is perpendicular to the fiber axis. The number
of Hermans’ orientation functions that need to be evaluated
for a complete description of orientation depends on the unit
cell: two for an orthorhombic and up to five for a triclinic
unit cell [1]. Figure 2.11 shows an example of the evaluation
of the degree of orientation in uniaxially oriented samples.
Figure 2.11b is the azimuthal trace of one of the crystalline
reflections in the diffraction pattern (Fig. 2.3a) [40, 68].
A practical measure of parallelism or orientation given by
expression 2.14 is sometimes useful:

Degree of orientation = 180∘ − Δ𝜙(in ∘)
180∘

(2.14)

This simple intuitive measure of orientation is especially
useful in evaluating poorly oriented structures such as amor-
phous domains (see Section 2.7.3) [2, 52].

2.7.3 Biaxial Orientation

A large fraction of the polymers that are commercially
produced are fabricated into films. Films are produced by
stretching the polymer along orthogonal axes, machine
direction (MD), and in the transverse direction (TD), resulting
in biaxial orientation. XRD is often used to characterize
this biaxial orientation. There have been a few attempts to
systematically characterize this biaxial orientation. The one
proposed by White and Spruiell [69] can be readily used in
practice. In the previous section, it was shown that uniaxial
orientation can be described by one parameter, the degree
of orientation of the chain axis with respect to the fiber axis.
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Figure 2.11 (a) 2D pattern of an oriented semicrystalline polymer (PA6). (b) Plot of the intensity in one of the crystalline reflections, the first
peak in (a), as a function of the azimuthal angle. (c) Plot of the intensity of the amorphous halo in (a). (d) 2D diffraction data from a partially
oriented amorphous poly(ethylene terephthalate) (PET) fibers. (e) Intensity as a function of the azimuthal angle of one of the amorphous halos
in a PET fiber. Full line – undrawn fiber with a low degree of orientation. Dotted line – drawn fiber with a high degree of orientation [41, 67].
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Similarly, it can be shown that a minimal description of biaxial
orientation requires at least two parameters shown below:

f B
z = 2⟨cos2

𝜑1z⟩ + ⟨cos2
𝜑1y⟩ − 1

f B
y = 2⟨cos2

𝜑1y⟩ + ⟨cos2
𝜑1z⟩ − 1 (2.15)

The angle brackets represent averaged values as given in
Equation 2.11. x, y, and z are the coordinate axes given in
Figure 2.9 and the subscript 1 refers to the direction of the
(h k l) vector in the figure.

2.7.4 Amorphous Orientation

When polymers are deformed and as the crystal axes tilt,
the chains in the amorphous domains also become oriented.
This orientation results in concentration of the intensity of
the amorphous halo into an arc centered on the equator, as
shown in Figure 2.11d from a drawn PET fiber [67]. The
oriented chains in the amorphous domains become more
densely packed than when they are not oriented. These
domains are sometimes considered as intermediate phases or
rigid amorphous phases [38, 70]. The nature of the oriented
amorphous phase influences numerous polymer properties
such as diffusion, strength and modulus, and shrinkage and
dimensional stability. XRD patterns can be used to determine
the fraction of this phase, the degree of lateral and orienta-
tional order that is present in these ordered but noncrystalline
domains [41].

The methods described in the previous section for
determining the crystalline orientation can be adapted to
the orientation of the chains in the amorphous regions
[39–41, 71, 72]. By comparing the azimuthal intensity distri-
bution data in Figure 2.11b and c that while the intensity of the
crystalline peaks is zero away from the peak maximum, the
baseline intensity of the amorphous halo is not zero. Because
the amorphous components in polymers can be both isotropic
(unoriented) and anisotropic (oriented), the nonzero intensity
can be attributed to the unoriented amorphous segments
in the specimen. The width of the amorphous azimuthal
intensity distribution, as in the case of the crystalline peak,
is a measure of the degree of orientation of the oriented
amorphous region fo

am. The fraction of the intensity above the
baseline represents the fraction of the amorphous segments
that are oriented, or fractional orientation, Fo

am:

Fo
am =

Ap

Ap + Ab

(2.16)

where Ap is the area in the peak above the baseline and Ab
is the area under the baseline. These parameters can be con-
veniently obtained from 2D fitting of the diffraction pattern
[73]. Figure 2.11e shows that as the PET fiber is drawn, both
fo

am and Fo
am increase as indicated by the decrease in the peak

width and height of the baseline. It should be noted that the
degree of orientation of the amorphous regions lags behind that
of the crystalline regions, and is always less that the crystalline
orientation [40].

2.8 SMALL-ANGLE SCATTERING

The intensity scattered at small angles (<5∘ 2𝜃, Cu K𝛼)
contains information about the structure at large length
scales (50–1000 Å). Such structures, often called mesoscale
structures, are invariably present in polymers. The contrast
that produces SAXS arises from the density heterogeneities
that produce differences in electron density distribution at
these length scales. A closely related technique, small-angle
neutron scattering (SANS), relies on the scattering contrast
that arises from the differences in the strength of interaction
between the neutrons and the atomic nuclei. The basic
theories and models used to interpret both the SAXS and
SANS data are quite similar. Some of the applications of SAS,
such as determination of the chain dimension, are discussed
in Chapter 4. This chapter describes the use of these two
techniques, collectively referred to as small-angle scattering
(SAS), to probe structural inhomogeneities or fluctuations
at the nanoscale. Table 2.2 lists some of the parameters
that can be derived from a detailed analysis of the SAXS
pattern [74].

Any phase separation that segregates molecules of different
chemical composition invariably results in electron density
fluctuation. The SAXS that results from such structures
can be usefully analyzed to characterize the phase behavior
in polymers. For instance, while copolymerization inhibits
micron-length scale phase separation, di-, tri-, and multiblocks
as well as graft copolymers show interesting phase behavior
at length scales ∼100 Å. [75]. Examples include phase sepa-
ration in polyurethane-segmented block copolymers [76–78].
The peak position in these patterns corresponds to the spacing
between the low Tg “soft” blocks that are covalently linked
to “hard” blocks. The factors that govern phase behavior of
these hard and soft blocks, and, in general, the formation of
microdomains can be investigated using SAS. Such phase sep-
aration gives rise to either or both a central diffuse scattering
(CDS) at low-q values (<0.05 Å−1) and discrete reflections at
slightly higher q values (∼0.05 Å−1). This diffuse scattering,
when not arising from phase separated domains, is usually
labeled as void scattering, although it arises for the most
part not from the voids themselves but from the polymer–air
interfaces in the voids, along with contributions from surface
refraction [79], and a weaker contribution from structural
entities such as fibrils [80–82].

Semicrystalline polymers show additional SAXS features
from the structural heterogeneities at 10–100 nm that arise
from the natural segregation of crystalline and amorphous
regions into separate domains. Such phase separation man-
ifests as three basic types of morphologies (Fig. 2.12):
fringed micelles (e.g., cellulose), fibrillar structures (e.g.,
silk and many liquid crystalline fibers), and lamellar struc-
tures in polymers that form folded chain crystallites (e.g.,
polyethylene, aliphatic polyamides, poly(ethylene tereph-
thalate), polypropylene) [9, 81]. In fringed micelles, a single
polymer chain with sequences that are long enough to crys-
tallize will be incorporated into different crystals that serve
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(b)(a)

Figure 2.12 Schematic representation of the two basic morpholo-
gies that arise in the course of crystallization in polymers. (a) Micelles
creating an overall connectedness that leads to a network where the
crystals are the junctions. The molecular detail is not to be taken
literally [83]. (b) Folded chain lamellae. The figure shows regular
and adjacently reentrant polymer chains, whereas in practice random
reentry is often observed.

as multifunctional junctions to form a network in a matrix
of noncrystalline chain segments. This model was proposed
by Frey-Wyssling and Hermans to explain the properties
and the diffraction patterns of cellulose fibers [84, 85]. The
fringed micelle concept is particularly relevant to polymer
chains with limited crystallizable sequence lengths, such as
homopolymers with crystallizable stereoregular sequences
like poly(vinyl chloride), ethylene-vinyl acetate copolymers,
and segmented block copolymers such as thermoplastic
polyurethanes [86], and polymers such as polyacrylonitrile
that have crystalline fragments. The discrete reflection that
results from the separation of the crystalline domains can be
used to discern the characteristics of the micelle [87]. Often,
as the degree of order increases, for instance, by a decrease in
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Figure 2.13 (a) Diamond-shaped SAXS pattern from solution-spun PAN. (b) Propeller-shaped SAXS pattern from gel-spun PAN fibers. (c)
Solid outline is a schematic of an iso-intensity contour from propeller-shaped scattering pattern. (d) The dotted outline is a circle and dashed
outline is an ellipse. The propeller-shaped contour coincides with the circle and ellipse in the vicinity of point A and B, respectively [89].

the noncrystallizable sequences in a copolymer, these micelles
transform into lamellae [88].

2.8.1 Central Diffuse Scattering

There is typically an intense CDS near the primary beam
(q< 0.05 Å−1) from polymeric samples (Fig. 2.13). Such
scattering is usually diamond shaped or shaped like a bow-tie
or two-bladed propeller [89]. There are at least two features
in the CDS that can be easily recognized in the scattering
from oriented polymers such as fibers [74]. One of the
components in this scattering is a nearly isotropic inner
scattering and the other is an extended equatorial streak. The
inner isotropic CDS is attributed to small spherical voids
(100–1000 Å) [1, 90–92], and is usually called void scattering.
Voids >0.1 μm scatter at too small an angle to be observed
in SAXS. This isotropic scattering can also occur from solid
particulate matter embedded in the polymer matrix. These
entities do not become aligned or elongated when polymer is
stretched. The equatorial streak is due to objects that become
aligned when the polymer is stretched. These objects include
internal phase boundaries [93], elongated voids, and surfaces
of macroscopic entities such as fibers themselves [79].

The two components of the CDS can be analyzed to
determine the sizes of the entities that give rise to these
features. The isotropic scattering can yield an estimate of the
size of voids or particulate defects. The equatorial scattering
can be analyzed to determine the orientation distribution of
the scattering entities [93] and, when appropriate, the size and
length of the elongated scattering entities such as microfibrils
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[80, 94–96]. Other methods of analysis based on Guinier
law [74, 97] invariants [97], and Porod law [93] have also
been used.

In addition to the isotropic scattering and the elongated
equatorial streak, there is a third much weaker feature within
the CDS in the form of an interference peak that is sometimes
present along the equator [80, 98]. This feature is often not
easy to distinguish from the more intense isotropic and streak
scattering. On the basis of additional data obtained from
electron micrographs, it has been shown that the interference
peaks are due to the scattering from ordered crystalline fibrils
embedded in the amorphous matrix, the diameter of these
fibrils, deduced from the position of the peak, is ∼50 Å. If the
fibrils are not sufficiently ordered, then the peak degenerates
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Figure 2.14 (a) SAXS scattering from a PA6 fiber. (1) Fibrils. (2) Lamellae. (3) Partially extended chains in the interfibrillar regions. (4)
Tie molecules in the interlamellar regions. (5) Free chain ends. (6) Amorphous chain segments with large free volume. (7) Fusion of adjacent
fibrils. Shaded areas represent the interfibrillar amorphous regions that form longitudinal channels for the diffusion of water along the fiber
axis [82]. (b) A model to interpret the features in the SAXS and SANS pattern in terms of folded chain lamellae that form fibrils. (c) Model
for the tilted lamellae. Also illustrated is the greater permeability of the amorphous domains to solvents.

into a diffuse scattering from which, using a Guinier analysis
(log(I(q)) vs q2 plot), it is possible to deduce the diameter of
the fibrils [82]. Alignment of the scattering entities such as
fibrils, and the lateral and longitudinal size of these entities
are usually derived from a detailed analysis of the equatorial
streak [80, 93–97].

2.8.2 Discrete Reflections from Lamellar Structures

Polymer chains in semicrystalline polymers such as polyole-
fines, aliphatic polyamides (nylons), and aliphatic polyesters
crystallize in the form of lamellae of folded chains that are
organized to form lamellar stacks (Fig. 2.14a). The spaces
between the lamellae and between the stacks are occupied by
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amorphous segments. Separation of the lamellae along the
fiber axis (lamellar spacing) gives rise to peaks close to the
draw direction (meridional peaks). The details of the arrange-
ments of the lamellae determine the nature of the resulting
diffraction pattern. Three commonly observed diffraction
patterns, the 2-point, bar-type, and 4-point patterns, are shown
in Figure 2.14b. The 2-point patterns are due to 1D repeat-
ing arrangement of lamellae (crystals) along a microfibril.
The positions of the crystals in adjacent microfibrils are
uncorrelated. The 4-point pattern usually occurs when the
polymers are stretched, such as in the fiber-forming process,
and is due to the tilt of the lamellar normal away from the
draw direction as shown in Figure 2.14c. As the fiber is
stretched, a combination of chain slip and lamellar slip can
give rise to the tilted lamellae. This lamellar tilt is due to
the mismatch in the cross-sectional area between the tightly
packed crystalline stems and the loosely packed amorphous
chains at the lamellar surface. The resulting 4-point reflection
that is tilted so as to give either an eyebrow (tilted in) or a
butterfly (tilted out) pattern. This tilt angle can be measured
from the azimuthal-angular separation of the reflection on
either side of the meridional axis. The bar-type pattern could
arise from the small lateral width of the diffracting element,
a narrow microfibril, or more likely, from the coexistence of
2-point and 4-point structures.

The changes in the lamellar spacings with processing
parameters such as crystallization temperatures, annealing,
and drawing are most frequently followed and easily ana-
lyzed. Figure 2.15, for example, shows that long period
increases with annealing temperature and draw ratio [80, 99].
The increase in lamellar spacing produced by stretching in
combination with heat is accompanied by an increase in the
tilt angle [80, 81]. However, when the fibers are annealed
under no constraints, the lamellar spacing increases and the
tilt angle decreases [80]. These and other changes can be
accurately measured by analyzing the diffraction patterns in
an elliptical coordinate system [100, 101]. The lateral spread
of these reflections, that is, along a straight line perpendicular
the meridian, is due to the limited width of the fibrils or stacks
that are within the fibril. Misorientation of the fibrils would
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Figure 2.15 Changes in the long spacing in PA6 fibers with (a) draw ratio and (b) with annealing temperature [80, 99].

spread the lamellar reflections along a circular arc. However,
the lamellar reflections spread neither along a straight line nor
along a circular arc. In fact, no combination of the straight
line and a circular arc is able to give the observed loci of the
lamellar peak. It has been shown that the lamellar reflections,
specifically the loci of the maxima of the traces, fall neither on
a Cartesian (x,y) nor a polar grid (r,𝜃) but on an elliptical (u,v)
grid (Fig. 2.16a). An elliptical contour can be constructed
through all the intensity maxima of each vertical slice. The
equation for such an ellipse with semi-axes a and b is

X2

a2
+ Z2

b2
= 1 (2.17)

A plot of Z2 versus X2 is a straight line with slope of
(−b2/a2) and an intercept of b2 as given by the relation

Z2 = X2

𝛽2
+ b2 (2.18)

where 𝛽, a measure of anisotropy, is the ratio of the semi-major
axis (a) to the semi-minor axis (b) [89, 102]. Alternatively,
Equation 2.17 can be written as

1
Z2

= 1
b2

+ 1
a2

tan2
𝜙 (2.19)

where 𝜙 = tan−1 |||X
Z

|||. A plot of 1/Z2 versus tan2
𝜙 would

be a straight line (Fig. 2.16c) with intercept related to the
meridional spacing (1/b). Because these analyses use the
complete azimuthal data to determine the least-squares-fitted
values of the lamellar spacing and the tilt angle, the values are
more reliable than those obtained from the positions of the
center of the reflections.

The elliptical trace corresponds to the deformation of the
lamellar lattice, and the disposition of the reflections along this
trace reflects the orientation of the lamellae in this lattice [103].
One possibility is that as the lamellar spacing increases, the lat-
eral distance between the adjacent lamellar columns decreases.
Absence of any correlation between adjacent lamellar columns
results in an eyebrow pattern (Fig. 2.16b). However, if the tilt
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Figure 2.16 (a) SAXS pattern shown in an elliptical coordinate system. Cartesian coordinates (x–y) are shown through the origin. A pair of
lines with constant u and v values is shown near the reflections. (b) Two-dimensional SAXS pattern from an oriented PA6 fiber. (c) Plot of L

𝜙

2

versus tan2
𝜙. (d) A butterfly SAXS pattern interpreted as due to two overlapping ellipses that are overlaid on the observed pattern.

of the lamellae in the neighboring columns is correlated, then
a butterfly pattern is obtained (Fig. 2.16d). Such butterfly pat-
terns are attributed to clusters of lamellae within which the
lamellae are tilted either to the right or to the left [101]. Sim-
ulation of the patterns in an elliptical coordinate system can
provide a means to fit the observed SAXS pattern from a lamel-
lar structure with the fewest parameters [104].

2.8.3 Small-Angle Neutron Scattering and Solvent
Diffusion

Because of the similarities in wavelengths of X-rays and
neutrons used in scattering experiments, the sizes of structures
accessible to X-rays and neutron are similar. In polymeric
materials, the substitution of deuterium for hydrogen in a
structure dramatically changes its neutron scattering pattern,
while the X-ray scattering remains unchanged because the

deuteration in most instances does not appreciably alter the
structure. Therefore, neutron scattering has emerged as a pow-
erful tool for studying the molecular structure by following
the distribution of deuterium-labeled molecules in polymers.
Some of the SANS results that rely on the deuterium-labeling
techniques are discussed in Chapter 4. This section describes
the studies that take advantage of the contrast that arises from
the preferential diffusion solvents (deuterated versions) into
the more accessible regions of the polymer. This reveals the
inhomogeneity at nanolength scales.

Figure 2.17a shows an example of the neutron scattering
that results when D2O is preferentially absorbed by one
segment in a polymer. These data were obtained from a
polymer in which poly(ethylene glycol), PEG, segments are
randomly inserted along the polymer chains composed mostly
of hydrophobic groups, tyrosine-derived polycarbonates
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Figure 2.17 (a) Comparison of the SANS scans from dry and hydrated polymers (poly(desaminotyrosyl-tyrosine ethyl ester
carbonate-co-poly(ethylene glycol) carbonate). (b) Model for phase separation upon hydration [105, 106]. The top figure shows hydrated
PEG-rich domains after hydration. The bottom figure shows uniformly distributed PEG segments in the dry samples.

[105, 106]. The interference peak seen in the SANS data
shows that D2O is preferentially incorporated into certain
domains in the polymer. SAXS data obtained from the same
polymer show that the PEG segments are homogeneously
distributed throughout in the dry sample. However, when
hydrated, the SAXS pattern that results is very similar to that
shown in Figure 2.17a. Because SAXS captures the distribu-
tion of PEG domains, and SANS the distribution of water,
in combination the two data show that PEG segments get
segregated when the polymer is hydrated, and that D2O reside
in these PEG domains. Thus, the peak in Figure 2.17a is a
signature of phase segregation of hydrated polar segments and
the nonhydrated hydrophobic polymers that typically occurs
as water is absorbed by amphiphilic polymers (Fig. 2.17b).

Because water preferentially diffuses into the amorphous
and porous regions in a polymer, SANS can be used to
deduce the distribution, and thus the interconnectivity of
the amorphous segments and void spaces by using D2O to
generate the contrast. SANS patterns from drawn semicrys-
talline PA6 fibers show meridional peaks that arise from the
presence of D2O in the interlamellar regions of the fiber and
the diffuse equatorial streak near the center that is attributed
to D2O present along the fiber axis in the spaces between the
fibrils [96]. These two pathways are schematically shown
in Figure 2.14c that shows a typical lamellar structure of a
semicrystalline polymer in which the stacks of folded lamellae
form fibrils that are oriented along the fiber axis [82].

2.9 SPECIALIZED MEASUREMENTS

Availability of high-brilliance synchrotron-based X-ray
sources, progress in X-ray focusing optics, and fast 2D
large-area detectors have made it possible to carry out
measurements at submicron spatial resolutions and at

microsecond time scale. It is now possible to routinely carry
out X-ray measurements in combination with other techniques
such as thermal analysis, rheology, and spectroscopy, and also
to follow the development of structure during processing such
as such as in fiber spinning and drawing operations. Three
such applications are described here.

2.9.1 In situ Experiments

Study of the changes in the structure and morphology during
fabrication of plastic is important from both practical and
academic perspectives. For example, experiments carried out
as a function of heat flow, relative humidity, and external
stress yield, respectively, fundamental insights into the
crystallization kinetics [107], hydration [79], and deformation
[9, 81] behavior of polymer chains.

Figure 2.18A shows an example of the in situ studies of
the changes in the lamellar structure during stretching and
relaxation of a PET fiber using SAXS data [81]. The figures
in the inset are the 2D pattern of the starting fiber, the fiber
while stretched, and after it was relaxed. These figures show
qualitatively that the 4-point pattern in the starting fibers
transitions into a 2-point pattern when the fiber is stretched,
but reverts to the initial 4-point pattern. The plots in the figure
are the azimuthal traces through the lamellar reflections that
show these changes in further detail. Whereas the starting and
the relaxed fibers both show clear 4-point patterns, the fiber
under stress is a composite of the 2- and 4-point patterns.
More importantly, note that the 4-point pattern is weaker in
the stretched fiber indicating that the 2-point pattern appears
at the expense of the 4-point pattern. This transition from
a 4-point to a 2-point pattern is reversible. This shows that
lamellae reversibly transform from a tilted to an untilted state
under strain. This is shown schematically in Figure 2.18B.
WAXS data obtained simultaneously with these SAXS data
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Figure 2.18 (A) SAXS data observed during various stages of deformation of a PET fiber. The inset in each figure shows the 2D data during
deformation. The plots are the azimuthal intensity distribution through the lamellar peak maxima: (a) before loading, (b) at intermediate loading
(12% strain, about half the maximum strain), and (c) after relaxation of the fiber. Circles represent the measured intensities. The curves under
these circles are the resolved components of the four- and two-point patterns. The sum of these components almost completely overlaps the
observed data and therefore is not shown [81]. (B) A model for the reversible changes in the lamellar tilt observed during stretching and relaxing
of the fiber.

show that there are corresponding changes in the crystallite
dimensions with stress [81].

2.9.2 Microbeam Diffraction

Polymeric materials, usually considered homogeneous, can
be inhomogeneous at mesoscopic length scales (0.1–10 μm).
Such inhomogeneities are the result of temperature and stress
gradients that are present during fabrication of fibers, films,
and plastic parts. Scanning micro X-ray diffraction (𝜇-XRD)
techniques [108, 109] can be used to investigate these inho-
mogeneities by mapping grain orientations, crystalline phase
distribution, and full strain/stress tensors with micrometer

spatial resolutions. Microbeam diffraction with a 0.4 μm
beam has also been used to understand some of the features
in SAXS, especially in identifying that the equatorial streak
in central scattering has contributions from surface refraction
[79]. Diffraction patterns obtained from Kevlar® with a 3 μm
beam were able to show structural gradients that occur in a
fiber [110]. The data show clear evidence of a skin-core effect
that is commonly present in polymers [111]. While in some
materials this is associated with changes in crystallinity, in the
case of fibers, this manifests as a higher degree of orientation
at the skin due to large shear stresses at the spinneret. This
orientational gradient is accompanied by a decrease in the
modulus from skin to core.
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Figure 2.19 A series of wide-angle X-ray diffraction photographs
from crystals located along the vertical line within a spherulite of
poly(hydroxy butarate) shown in the left inset. The enlarged diffrac-
tograms are from three areas separated by 60 μm as shown in the
optical micrograph. Courtesy of C. Riekel, ESRF. (See color plate
section for the color representation of this figure.)

Figure 2.19 shows an example of the use of microbeam
X-rays to follow the changes in the structure from one
micron-size crystal to the next within a spherulite [112, 113].
The figure shows a series of hundreds of WAXS patterns
recorded from a single spherulite of poly(hydroxyl butarate).
These patterns show the changes in the orientation and the
rotation of the crystals as the beam was stepped in 3 μm
increments along the vertical line drawn in the polarized
optical micrograph shown on the left. The three photographs
in the foreground show the differences in the texture of
three crystals 60 μm apart. Microbeam diffraction has been
used in general to identify the disordered structures between
microfibrils and the defects inside the crystallites in cellulose
[114], phase transformation between different polymorphs
[115], and in analyzing the morphology transcrystalline
regions [116].

2.9.3 Grazing Incidence Diffraction

Multilayer films and films deposited onto substrates are now
commonly used in many commercial applications. The struc-
tures of such μm-thick layers are important in evaluating these
films. Furthermore, the arrangement of polymer chains near
the surface is often different from that in the bulk because
of thermal gradients [111, 117], and because the air–polymer
interface places restrictions on the conformation of the long
chain molecules. These structures cannot be investigated using
the techniques described thus far. The surface structures can
be investigated using GID. In GID, X-rays are incident at a
very shallow angle so that the resulting large path length will
attenuate the X-ray intensity within a depth of several nanome-
ters up to a few tens of micrometers, depending on the inci-
dent angle and the absorption coefficient of the surface layers.

Thus, the diffracted X-rays represent the structure within the
top surface layers. A depth profile (z-profile) of the structure
can be generated by inverting a sequence of scans at a series of
incidence angles (𝜏-profiles) [118]. GID experiments are car-
ried out using an experimental arrangement similar to those of
a related technique, reflectometry. Whereas the reflectometry
measures the electron density variations normal to the surface
from which parameters such as the surface thickness and the
arrangement of different layers in multilayered surfaces can be
examined [119, 120], GID can be used to analyze the atomic
and molecular structure near the surface.

Figure 2.20 shows the use of GID to study the different
polymer layers, PE and PA6 [121]. In this figure, the depth of
penetration was increased from a fraction of a μm to ∼100 μm
by increasing the incident angle (𝛼) from 0.25∘ to 3∘. The
diffraction pattern at 𝛼 = 0.25∘ is due only to the top PE layer
at the film–air interface. At 𝛼 = 0.5∘, a new peak appeared at
22.8∘ and it was attributed to the bulk PE in the top PE layer
near the N6–PE interface. At higher incidence angles, the
contribution due to the surface PE becomes weaker relative to
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Figure 2.20 Examples of 2𝜃 scans from polyethylene/PA6/
polyethylene laminate at five incident angles (𝛼). The depths of
penetration at these angles are 11, 21, 42, 80, and 114 μm in PE and
7, 13, 26, 50, and 72 μm in PA6.
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that from the bulk PE and the middle biaxially oriented PA6
layer that shows only the peak at 25∘. These measurements
show that GID is useful in studying multilayer polymer
films; multicomponent ultrathin films [122]; skin-core effects
common to injection-molded plastics; nanostructured surface
coatings; the orientation, conformation, and packing modes
of chains near the surface [123, 124]; as well as the structure
at interfaces and adhesives.

2.10 SUMMARY

XRD patterns from polymers can be analyzed at various
levels, based on the quality of the data and the intended use of
the results. Earlier efforts were focused on determining the
crystal structure, lamellar morphology, and in improving the
methods to determine the crystallinity and orientation. Later
efforts were focused on determining the nature of the lattice
distortions and the nature of the noncrystalline phases. With
the availability of synchrotrons, fast 2D detectors, software
tools to analyze the data, future effort will more likely be
toward understanding the evolution of these structures with
time and temperature. While the analysis and interpretation
of WAXS data is now straightforward, there is opportunity to
improve the analysis and interpretation of the SAXS data.

REFERENCES

1. Alexander LE. X-Ray Diffraction Methods in Polymer Science.
NY: Wiley-Interscience; 1969. p 582.

2. Kakudo M, Kasai N. X-Ray Diffraction by Polymers. Tokyo:
Kodansha; 1972.

3. Spruiell JE, Clark ES. Unit cell and crystallinity. Methods Exp
Phys 1980;16:1–127.

4. Wang JI, Harrison IR. Crystallite size and lamellar thickness by
X-ray methods. Methods Exp Phys 1980;16:128–184.

5. Giacovazzo C. Fundamentals of Crystallography. Vol. 7. USA:
Oxford University Press; 2002.

6. Woolfson MM. An Introduction to X-Ray Crystallography.
Cambridge University Press; 1997.

7. Prince E, Wilson AJC, Hahn T, Shmueli U. International Tables
for Crystallography. International Union of Crystallography;
1999.

8. Wanakule NS, Nedoma AJ, Robertson ML, Fang Z, Jackson
A, Garetz BA, Balsara NP. Characterization of micron-sized
periodic structures in multicomponent polymer blends by
ultra-small-angle neutron scattering and optical microscopy.
Macromolecules 2008;41:471–477.

9. Murthy NS, Grubb DT. Deformation of lamellar structures:
Simultaneous small- and wide-angle X-ray scattering studies of
polyamide-6. J Polym Sci Polym Phys 2002;40:691–705.

10. Dorset DL. Direct determination of polymer crystal structures
from fibre and powder X-ray data. Polymer 1997;38:247–253.

11. Tadokoro H. Structure of Crystalline Polymers. New York:
Wiley; 1979.

12. Yang J, Sidoti G, Liu J, Geil P, Li C, Cheng S. Morphol-
ogy and crystal structure of CTFMP and bulk polymerized
poly(trimethylene terephthalate). Polymer 2001;42:7181–7195.

13. Wang B, Li CY, Hanzlicek J, Cheng SZD, Geil PH, Gre-
bowicz J, Ho R-M. Poly(trimethylene teraphthalate) crystal
structure and morphology in different length scales. Polymer
2001;42:7171–7180.

14. Murthy NS, Minor H. A discussion of the structural changes in
nylon 6 and comments on Salem and Weigmann’s paper. Polym
Commun 1991;32:297–300.

15. Matsuo M, Sawatari C. Elastic modulus of polyethylene in the
crystal chain direction as measured by X-ray diffraction. Macro-
molecules 1986;19:2036–2040.

16. Murthy NS, Shacklette LW, Baughman RH. Effect of charge
transfer on chain dimension in trans-polyacetylene. J Chem
Phys 1987;87:2346.

17. Enkelmann V. Crystal structure. In: Müllen K, Wegner G,
editors. Electronic Materials: The Oligomer Approach. Wiley
Online Library; 2007. p 295–344.

18. Liu J, Geil P. Crystal structure and morphology of poly(ethylene
terephthalate) single crystals prepared by melt polymerization.
J Macromol Sci Phys 1997;36:61–85.

19. Daubeny RP, Bunn CW, Brown CJ. The crystal structure of
polyethylene terephthalate. Proc R Soc Lond A Math Phys Sci
1954;A226:531–542.

20. Pazur RJ, Hocking PJ, Raymond S, Marchessault RH. Crystal
structure of syndiotactic poly(𝛽-hydroxybutyrate) from X-ray
fiber and powder diffraction analyses and molecular modeling.
Macromolecules 1998;31:6585–6592.

21. Dasgupta S, Hammond WB, Goddard WA III. Crystal structures
and properties of nylon polymers from theory. J Am Chem Soc
1996;118:12291–12301.

22. Li Y, Goddard WA III, Murthy NS. Crystal structure and prop-
erties of N6/AMCC copolymer from theory and fiber XRD.
Macromolecules 2003;36:900–907.

23. Baker AME, Windle AH. Evidence for a partially ordered
component in polyethylene from wide-angle X-ray diffraction.
Polymer 2001;42:667–680.

24. Bruckner S, Meille SV, Malpezzi L, Cesaro A,
Navarini L, Tombolini R. The structure of poly(d-(−)-.
beta.-hydroxybutyrate). A refinement based on the Rietveld
method. Macromolecules 1988;21:967–972.

25. Brückner S, Porzio W. The structure of neutral polythiophene.
An application of the Rietveld method. Die Makromol Chem
1988;189:961–967.

26. Dupont O, Jonas AM, Legras R. Adaptation of the Rietveld
method for the characterization of the lamellar microstructure
of polymers. J Appl Crystallogr 1997;30:921–931.

27. Chupas PJ, Qiu X, Hanson JC, Lee PL, Grey CP, Billinge SJL.
Rapid-acquisition pair distribution function (RA-PDF) analy-
sis. J Appl Crystallogr 2003;36:1342–1347.

28. Mitchell GR, Rosi-Schwartz B, Ward DJ, Warner M. Local
order in polymer glasses and melts. Philos Trans: Phys Sci Eng
1994;348:97–115.

29. Petkov V, Billinge SJL, Shastri SD, Himmel B. High-resolution
atomic distribution functions of disordered materials
by high-energy X-ray diffraction. J Non-Cryst Solids
2001;293–295:726–730.

30. Lovell R, Windle AH. Determination of the local conforma-
tion of PMMA from wide-angle X-ray scattering. Polymer
1981;22:175–184.



�

� �

�

34 X-RAY DIFFRACTION FROM POLYMERS

31. Li X, Murthy NS, Latour RA. Construction and validation
of all-atom bulk-phase models of amorphous polymers using
the TIGER2/TIGER3 empirical sampling method. Macro-
molecules 2011;44:5452–5464.

32. Habenschuss A, Tsige M, Curro JG, Grest GS, Nath SK.
Structure of poly(dialkylsiloxane) melts: Comparisons of
wide-angle X-ray scattering, molecular dynamics sim-
ulations, and integral equation theory. Macromolecules
2007;40:7036–7043.

33. Mitchell GR, Lovell R, Windle AH. The local structure of
molten polyethylene. Polymer 1982;23:1273–1285.

34. Yoda O, Kuriyama I, Odajima A. Interchain ordering in amor-
phous solid polyethylene. Appl Phys Lett 1978;32:18–20.

35. Li X, Murthy NS, Latour RA. Structure of hydrated poly(d,
l-lactic acid) studied with X-ray diffraction and molecular sim-
ulation methods. Macromolecules 2012;45:4896–4906.

36. Rosenfield H, Barton R Jr. Pair-density function of nano-scale
morphology in oriented polymer fibers: Application to nomex
aramid. In: Gilfrich JV, Cev Noyan I, Jenkins R, Huang
TC, Snyder RL, Smith DK, Zaitz MA, Predecki PK, editors.
Advances in X-Ray Analysis. Springer; 1998. p 523–533.

37. Chen W, Fu Y, Wunderlich B, Cheng J. The morphology of
gel-spun polyethylene fibers, investigated by solid-state 13C
NMR. J Polym Sci B 1994;32:2661–2666.

38. Fu Y, Chen W, Pyda M, Londono D, Annis B, Boller A, Haben-
schuss A, Cheng J, Wunderlich B. Structure-property analysis
for gel-spun, ultrahigh molecular mass polyethylene fibers. J
Macromol Sci Phys 1996;35:37–87.

39. Murthy NS, Correale ST, Minor H. Structure of the amorphous
phase in crystallizable polymers: Polyethylene terephthalate.
Macromolecules 1991;24:1185–1189.

40. Murthy NS, Correale ST, Moore RAF. Characterization of the
amorphous phase in nylon 6 fibers by X-ray diffraction. J Appl
Polym Sci 1991;47:185–197.

41. Murthy NS, Minor H, Bednarczyk C, Krimm S. Structure of
the amorphous phase in oriented polymers. Macromolecules
1993;26:1712–1721.

42. Wunderlich B. Reversible crystallization and the
rigid-amorphous phase in semicrystalline macromolecules.
Prog Polym Sci 2003;28:383–450.

43. Hermans PH, Weidinger A. X-ray studies on the crystallinity of
cellulose. J Polym Sci 1949;4:135–144.

44. Ruland W. X-ray determination of crystallinity and diffuse
disorder scattering. Acta Crystallogr 1961;14:1180–1185.

45. Murthy NS, Minor H. General procedure for evaluating amor-
phous scattering and crystallinity from X-ray diffraction scans
of semicrystalline polymers. Polymer 1990;31:996–1002.

46. Krimm S, Tobolsky AV. Quantitative X-ray studies of order
in amorphous and crystalline polymers. Quantitative X-ray
determination of crystallinity in polyethylene. J Polym Sci
1951;7:57–76.

47. Murthy NS, Minor H. Analysis of poorly crystallized polymers
using resolution enhanced X-ray diffraction scans. Polymer
1995;36:2499–2504.

48. Murthy NS, Minor H, Akkapeddi MK, Buskirk BV. Char-
acterization of polymer blends and alloys by constrained
profile-analysis of X-ray diffraction scans. J Appl Polym Sci
1990;41:2265–2272.

49. Polizzi S, Fagherazzi G, Benedetti A, Battagliarin M, Asano
T. A fitting method for the determination of crystallinity
by means of X-ray diffraction. J Appl Crystallogr 1990;23:
359–365.

50. Murthy NS, Zero K, Minor H. Resolution enhancement of
polymer X-ray diffraction scans using maximum entropy
methods: Poly(ethylene terephthalate). Macromolecules
1994;27:1484–1488.

51. Desper CR, Stein RS. Randomization of orientation of films and
fibers. J Polym Sci B 1967;5:893–900.

52. Murthy NS, Barton R Jr. Polymer industry. In: Chung FH, Smith
DK, editors. Industrial Applications of X-Ray Diffraction. New
York: Marcel Dekker; 2000.

53. Trottier AM, Zwanziger JW, Murthy NS. Amorphous ori-
entation and its relationship to processing conditions of
blended polypropylene/polyethylene fibers. J Appl Polym Sci
2008;108:4047–4057.

54. Guinier A. X-Ray Diffraction in Crystals, Imperfect Crystals
and Amorphous Bodies. San Francisco: Freeman and Co.; 1963.

55. Hosemann R, Bagchi S. Direct Analysis of Diffraction by Mat-
ter. Amsterdam: North-Holland Publishing Company; 1962.

56. Bonart R, Hosemann R, McCullough RL. The influence of par-
ticle size and distortions upon the X-ray diffraction patterns of
polymers. Polymer 1963;4:199–211.

57. Warren BE, Averbach BL. The effect of cold-work distortion on
X-ray patterns. J Appl Phys 1950;21:595–599.

58. Warren BE, Averbach BL. The separation of cold-work distor-
tion and particle size broadening in X-ray patterns. J Appl Phys
1952;23:497.

59. Williamson GK, Hall WH. X-ray line broadening from filed
aluminium and wolfram. Acta Metall 1953;1:22–31.

60. Ungár T, Revesz A, Borbély A. Dislocations and grain size in
electrodeposited nanocrystalline Ni determined by the modi-
fied Williamson–Hall and Warren–Averbach procedures. J Appl
Crystallogr 1998;31:554–558.

61. Murthy NS, Aharoni SM, Szollosi AB. Stability of the 𝛾 form
and the development of the 𝛼 form in nylon 6. J Polym Sci B
1985;23:2549–2565.

62. Murthy NS. Analysis of meridional X-ray diffraction pattern
of the 𝛾 form of nylon 6 and comparison of paracrystalline
and microstrain models of lattice disorder. J Polym Sci B
1986;24:549–561.

63. Roe RJ, Krigbaum WR. Description of crystallite orientation
in polycrystalline materials having fiber texture. J Chem Phys
1964;40:2608.

64. Roe RJ, Krigbaum WR. Crystallite orientation in materi-
als having fiber texture. II. A study of strained samples of
crosslinked polyethylene. J Chem Phys 1964;41:737.

65. Roe RJ, Krigbaum WR. Description of crystallite orientation
in polycrystalline materials. III. General solution to pole figure
inversion. J Appl Phys 1965;36:2024–2031.

66. Butler JH, Wapp SM, Chambon FH. Quantitative pole figure
analysis of oriented polyethylene films. Adv X-Ray Anal
2000;43:141–150.

67. Murthy NS, Zero K. Amorphous orientation in polymers
determined using two-dimensional X-ray diffraction data and
its significance. In: ANTEC 1999. Society of Plastic Engineers;
1999.



�

� �

�

REFERENCES 35

68. Murthy NS, Bray RG, Correale ST, Moore RAF. Drawing and
annealing of nylon-6 fibres: Studies of crystal growth, orienta-
tion of amorphous and crystalline domains and their influence
on properties. Polymer 1995;36:3863–3873.

69. White JL, Spruiell JE. Specification of biaxial orientation
in amorphous and crystalline polymers. Polym Eng Sci
1981;21:859–868.

70. Fu Y, Busing WR, Jin Y, Affholter KA, Wunderlich B. Struc-
ture analysis of the noncrystalline material in poly(ethylene
terephthalate) fibers. Macromol Chem Phys 1994;195:803–822.

71. Biangardi HJ. Determination of the orientation distribution
function of amorphous polymers by wide angle X-ray scattering
measurement. Makromol Chem 1982;183:1785–1802.

72. Harget PJ, Oswald HJ. Birefringence in amorphous
poly(ethylene terephthalate) fibers. J Polym Sci B 1978;17:
531–534.

73. Murthy NS, Zero K. Full-pattern parameterization of
two-dimensional wide-angle diffraction data from oriented
polymers. Polymer 1997;38:2277–2280.

74. Murthy NS. Small-angle scattering. In: Salem DR, editor. Struc-
ture Formation in Polymeric Fibers. Munich: Hanser Gardner
Publications; 2001.

75. Castillo RV, Müller AJ. Crystallization and morphology of
biodegradable or biostable single and double crystalline block
copolymers. Prog Polym Sci 2009;34:516–560.

76. Lamba NMK, Woodhouse KA, Cooper SL. Polyurethanes in
Biomedical Applications. CRC Press; 1998.

77. Lee D, Seung-Heon L, Sangcheol K, Kookheon C,
Jae HP, Bae YH. Micro-phase-separation behavior of
amphiphilic polyurethanes involving poly(ethylene oxide) and
poly(tetramethylene oxide). J Polym Sci B 2003;41:2365–2374.

78. da Silva GR, da Cunha AS Jr, Ayres E, Oréfice RL. Effect of the
macromolecular architecture of biodegradable polyurethanes
on the controlled delivery of ocular drugs. J Mater Sci
2009;20:481–487.

79. Grubb DT, Murthy NS. Real-time X-ray study of nylon-6 fibers
during dehydration: Equatorial small-angle scattering is due to
surface refraction. Macromolecules 2009;43:1016–1027.

80. Murthy NS, Bednarczyk C, Moore RAF, Grubb DT. Anal-
ysis of small-angle X-ray scattering from fibers: Structural
changes in nylon 6 upon drawing and annealing. J Polym Sci
B 1996;34:821–835.

81. Murthy NS, Grubb DT. Study of the deformation in lamellar and
crystalline structures: In-situ simultaneous SAXS and WAXD
measurement on poly(ethylene terephthalate) fibers. J Polym
Sci B 2003;41:1538–1553.

82. Murthy NS, Reimschuessel AC, Kramer V. Changes in void
content and free volume in fibers during heat setting and their
influence on dye diffusion and mechanical properties. J Appl
Polym Sci 1990;40:249–262.

83. Keller A. Crystalline polymers: An introduction. Faraday
Discuss Chem Soc 1979;68:145–166.

84. Keller A. Morphology of crystalline polymers. Makromol
Chem 1959;34:1–28.

85. Hearle JWS. Fine structure of fibers and crystalline polymers.
I. Fringed fibril structure. J Appl Polym Sci 1963;7:1175–1192.

86. Bensason S, Stepanov EV, Chum S, Hiltner A, Baer
E. Deformation of elastomeric ethylene-octene copolymers.
Macromolecules 1997;30:2436–2444.

87. Li L, de Jeu WH. Shear-induced smectic ordering as a precursor
of crystallization in isotactic polypropylene. Macromolecules
2003;36:4862–4867.

88. Bensason S, Minick J, Moet A, Chum S, Hiltner A,
Baer E. Classification of homogeneous ethylene-octene
copolymers based on comonomer content. J Polym Sci B
1996;34:1301–1315.

89. Wang W, Murthy NS, Grubb DT. Central small-angle diffuse
scattering from fibers is made of two components. J Polym Sci
B 2012;50:797–804.

90. Hermans PH, Heikens D, Weidinger A. A quantitative inves-
tigation on the X-ray small angle scattering of cellulose fibers.
Part II. The scattering power of various cellulose fibers. J Polym
Sci A 1959;35:145–165.

91. Kaburagi M, Bin Y, Zhu D, Xu C, Matsuo M. Small angle X-ray
scattering from voids within fibers during the stabilization and
carbonization stages. Carbon 2003;41:915–926.

92. Thünemann AF, Ruland W. Microvoids in polyacrylonitrile
fibers: A small-angle X-ray scattering study. Macromolecules
2000;33:1848–1852.

93. Wang W, Murthy NS, Chae HG, Kumar S. Small-angle
X-ray scattering investigation of carbon nanotube-reinforced
polyacrylonitrile fibers during deformation. J Polym Sci B
2009;47:2394–2409.

94. Grubb DT, Prasad K. High-modulus polyethylene fiber
structure as shown by X-ray diffraction. Macromolecules
1992;25:4575–4582.

95. Grubb DT, Prasad K, Adams W. Small-angle X-ray
diffraction of Kevlar using synchrotron radiation. Polymer
1991;32:1167–1172.

96. Murthy NS, Orts WJ. Hydration in semicrystalline polymers:
Small-angle neutron scattering studies of the effect of drawing
in nylon 6 fibers. J Polym Sci B 1994;32:2695–2703.

97. Astley OM, Donald AM. A small-angle X-ray scattering study
of the effect of hydration on the microstructure of flax fibers.
Biomacromolecules 2001;2:672–680.

98. Murthy NS, Grubb DT, Zero K, Nelson CJ, Chen G. Lamellar
structure and properties in poly(ethylene terephthalate) fibers. J
Appl Polym Sci 1998;70:2527–2538.

99. Murthy NS, Minor H, Latif RA. Effect of annealing on the
structure and morphology of nylon 6 fibers. J Macromol Sci B
1987;26:427–446.

100. Murthy NS, Grubb DT, Zero K. Structural implications of the
elliptical form of small-angle reflections in oriented semicrys-
talline polymers. Macromolecules 2000;33:1012–1021.

101. Wang W, Murthy NS, Grubb DT. ‘Butterfly’ small-angle
X-ray scattering patterns in semicrystalline polymers are
double-elliptical. Polymer 2007;48:3393–3399.

102. Brandt M, Ruland W. SAXS studies on the deforma-
tion of macrolattices in block copolymers. Acta Polym
1996;47:498–506.

103. Murthy NS, Grubb DT. Tilted lamellae in an affinely deformed
macrolattice and elliptical features in small-angle scattering. J
Polym Sci B 2006;44:1277–1286.

104. Murthy NS, Zero K, Grubb DT. Full-pattern analysis of
two-dimensional small-angle scattering data from ori-
ented polymers using elliptical coordinates. Polymer
1997;38:1021–1028.



�

� �

�

36 X-RAY DIFFRACTION FROM POLYMERS

105. Luk A, Murthy NS, Wang W, Rojas R, Kohn J. Study of
nanoscale structures in hydrated biomaterials using small-angle
neutron scattering. Acta Biomater 2012;8:1459–1468.

106. Murthy NS, Wang W, Kohn J. Microphase separation in
copolymers of hydrophilic PEG blocks and hydrophobic
tyrosine-derived segments using simultaneous SAXS/WAXS.
Polymer 2010;51:3978–3988.

107. Chu B, Hsiao BS. Small-angle X-ray scattering of polymers. In:
Michl J, editor. Chemical Reviews. American Chemical Society;
2001. p 1727–1761.

108. Riekel C, Davies RJ. Applications of synchrotron radiation
micro-focus techniques to the study of polymer and biopolymer
fibers. Curr Opin Colloid Interface Sci 2005;9:396–403.

109. Uelcer Y, Cakmak M. Effect of annealing on the structure of
injection-molded PEN. J Appl Polym Sci 1998;62:1661–1678.

110. Riekel C, Dieing T, Engström P, Vincze L, Martin C,
Mahendrasingam A. X-ray microdiffraction study of chain
orientation in poly(p-phenylene terephthalamide). Macro-
molecules 1999;32:7859–7865.

111. Murthy NS, Kagan VA, Bray RG. Effect of melt temperature
and skin-core morphology on the mechanical performance of
nylon 6. Polym Eng Sci 2002;42:940–950.

112. Gazzano M, Focarete ML, Riekel C, Ripamonti A, Scan-
dola M. Structural investigation of poly(3-hydroxybutyrate)
spherulites by microfocus X-ray diffraction. Macromol Chem
Phys 2001;202:1405–1409.

113. Mahendrasingam A, Martin C, Fuller W, Blundell D,
MacKerron D, Rule R, Oldman R, Liggat J, Riekel C,
Engstrom P. Microfocus X-ray diffraction of spherulites
of poly-3-hydroxybutyrate. J Synchrotron Radiat 1995;2:
308–312.

114. Muller M, Czihak C, Burghammer M, Riekel C. Combined
X-ray microbeam small-angle scattering and fibre diffraction
experiments on single native cellulose fibres. J Appl Crystallogr
2000;33:817–819.

115. Schoeck J, Davies R, Martel A, Riekel C. Na-cellulose
formation in a single cotton fiber studied by synchrotron
radiation microdiffraction. Biomacromolecules 2007;8:
602–610.

116. Assouline E, Wachtel E, Grigull S, Lustiger A, Wagner H,
Marom G. Lamellar twisting in 𝛼 isotactic polypropylene tran-
scrystallinity investigated by synchrotron microbeam X-ray
diffraction. Polymer 2001;42:6231–6237.

117. Wenig W, Herzog F. Injection molded polypropylene: X-ray
investigation of the skin-core morphology. J Appl Polym Sci
1993;50:2163–2171.

118. Zhu X, Ballard B, Predecki P. Determination of Z-profiles of
diffraction data from profiles using a numerical linear inversion
method. Adv X-Ray Anal 1995;38:255–262.

119. Lu JR, Lee EM, Thomas RK. The analysis and interpretation
of neutron and X-ray specular reflection. Acta Crystallogr A:
Found Crystallogr 1996;52:11–41.

120. Parratt LG. Surface studies of solids by total reflection of
X-rays. Phys Rev 1954;95:359.

121. Murthy NS, Bednarczyk C, Minor H. Depth-profiles of
structure in single-and multilayered commercial polymer
films using grazing-incidence X-ray diffraction. Polymer
2000;41:277–284.

122. Gutmann JS, Müller-Buschbaum P, Wolkenhauer M,
Hermsdorf N, Stamm M. X-ray and neutron grazing inci-
dence scattering study of a ternary ultra-thin polymer blend
film. J Macromol Sci B 2005;43:207–217.

123. Factor BJ, Russell TP, Toney MF. Grazing incidence X-ray
scattering studies of thin films of an aromatic polyimide.
Macromolecules 1993;26:2847–2859.

124. Kuhl TL, Majewski J, Howes PB, Kjaer K, von Nahmen A, Lee
KYC, Ocko B, Israelachvili JN, Smith GS. Packing stress relax-
ation in polymer-lipid monolayers at the air–water interface: An
X-ray grazing-incidence diffraction and reflectivity study. J Am
Chem Soc 1999;121:7682–7688.



�

� �

�

3
ELECTRON MICROSCOPY OF POLYMERS

Goerg H. Michler and Werner Lebek
Institute of Physics and Institute of Polymeric Materials, Martin Luther University Halle-Wittenberg, Halle, Germany

3.1 INTRODUCTION

The structures and morphologies of polymers have been
under investigation by means of electron microscopy for
more than 60 years. With developing microscopic techniques,
all structural details from macroscopic sizes down to about
0.1 nm (=10−10 m) can be revealed (see Table 3.1). Alterna-
tive techniques are scattering methods (SALS – small-angle
light scattering; SAXS, WAXS – small- and wide-angle X-ray
scattering, SANS – small-angle neutron scattering), because
scattering and microscopic techniques often yield additional
results.

Recent advances in techniques used, in particular avail-
ability of high-resolution transmission electron microscopes,
as well as interpreting and processing the images, have
allowed resolutions of the order of atomic structures in
inorganic crystal (below 0.1 nm). However, the best resolution
achieved in polymers is, in practice, poorer than this because
of polymer-specific problems with high electron irradiation
sensitivity and low contrast.

Electron microscopy (EM) can be divided into the
techniques of transmission electron microscopy (TEM) and
scanning electron microscopy (SEM). A step in study struc-
tures of materials came with the development of scanning
probe microscopy, in particular with a modified, for polymers
interesting technique of atomic force microscopy (AFM).
In general, all of the different types of microscopes can
be classified according to whether imaging is achieved by
irradiation of the object with a “lamp” or to feeling the surface
with a “finger” or “needle” (see Fig. 3.1) [1, 2]:

Type 1 – Transmission: A fixed beam of light or electrons
is transmitted through the thin specimen in the transmission
mode of the optical microscope and in transmission electron

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

microscopes; in this case, thin (optical microscopy, OM) and
ultrathin samples (EM) must be used.

Type 2 – Reflection: A stationary beam is reflected off the
specimen surface in the reflection mode of the optical micro-
scopes or – for inorganic material only – in electron mirror
microscopes; here, bulk samples can be used.

Type 3 – Scanning beam: A focused beam (laser light or
electron beam) is scanned across the specimen, resulting in a
reflected beam from the surface (as in confocal laser scanning
microscopy) or in secondary or backscattered electrons (BSE;
in scanning electron microscopes).

Type 4 – A focused scanning beam is passed through the
thin specimen (scanning transmission electron microscopes,
STEMs).

Type 5 – Scanning tip: A mechanical tip is scanned across the
specimen in order to make use of different physical properties
in AFMs (or tunneling microscopes for conductive samples).

Many reviews discuss the details of optical [3, 4], electron
microscopy [1, 5–10], and AFM [1, 11, 12].

Here, the techniques of SEM and TEM are discussed
with particular consideration of contrast development and
preparation of polymeric materials. Representative examples
are shown, which are discussed in more detail in Refs [1, 2].

3.2 MICROSCOPIC TECHNIQUES

3.2.1 Scanning Electron Microscopy (SEM)

SEM is currently the most popular of the microscopic tech-
niques, due to the user-friendliness of the apparatus, the ease
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TABLE 3.1 Sizes of Structural Details of Polymers, Resolutions, and Magnifications
Attainable with the Different Microscopic Techniques and Scattering Methods

Structure: macroscopic
mesoscopic

phases, spherlites,
domains...,

microscopic
crystal lattice,
molecules...

Size

Technique

Magnification 1× 100,000× 10,000,000×1,000×

Eye

OM

SEM

TEM

STM, AFM

SAXS

WAXS, SAES

SNOM

SANS

SALS

atomar

10× 100×

1 mm 100 nm 10 nm 1 nm 0.1 nm100 μm 10 μm 1 μm

OM, optical microscopy; SALS, small-angle light scattering; SEM, scanning electron microscopy; SNOM,
scanning near-field optical microscopy; TEM, transmission electron microscopy; STM, scanning tunneling
microscopy; AFM, atomic force microscopy; SAXS, small-angle X-ray scattering; WAXS, wide-angle
X-ray scattering; SAES, small angle electron scattering.

2

3 5

1 Transmitted beam

Light microscope (transmission mode)

Light microscope (reflection mode)
Electron mirror microscope

Scanning electron microscope

Scanning transmission electron
Microscope

Scanning tunneling microscope
Atomic force microscope

Confocal laser scanning microscope

Transmission electron microscope

Reflecting beam

Scanning beam

Scanning beam

Scanning tip

2

3

4

5
41

Figure 3.1 Schematic representation of the principles of different types of microscopes [1, 2].

of specimen preparation, and the general simplicity of image
interpretation. The obvious limitation is that only surface
features are easily accessible.

In a SEM, a focused electron beam (energies between 1
and 50 keV) scans line by line over the specimen surface in
the evacuated microscope column and forms signals based on
the interactions between the beam and the sample, which are
electronically detected and amplified (Fig. 3.2). This response
signal is displayed as a brightness modulation on a cathode ray
tube (display) or, nowadays, by digital computer techniques.
As the area of the displayed image remains unchanged, the
magnification of the image is determined by the dimension of
the scanned sample area (i.e., ratio of the lateral length of the
image displayed to that of the scanned area) and can reach sev-
eral 100,000 times.

The following interaction types between the electron beam
and the specimen surface may occur (Fig. 3.3):

• Primary beam electrons interact with electrons within the
specimen atoms, knocking them free (“secondary elec-
trons,” SE, low energy of usually 0–200 eV).

• Electrons are “backscattered” as a consequence of the
electrostatic attraction with the positively charged atomic
nucleus within the specimen (“backscattered electrons,”
BSE).

• After a secondary electron has been removed from
an inner shell of an atom, an electron from an outer
shell (from a less tightly bound state) falls into the
inner shell, with the emission of an X-ray photon (h⋅𝜐)
(“characteristic X-rays,” because the energetic jump of
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Figure 3.2 Scheme showing the principle of SEM.
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Figure 3.3 Elastic and inelastic interactions between primary electrons and the sample.

the falling electron has a characteristic X-ray emission
energy for each atom).

• The remaining charges in the specimen, called absorbed
electrons (AE) and – in the case of thin samples – the
transmitted electrons (TE) are further signals resulting
from the interaction process.

• At least some samples can be excited to cathodolumines-
cence (CL), and also potential differences and differences
in electronic states can be detected in SEM.

The number of secondary electrons produced per primary
electron (PE) depends on the atomic number of the specimen
and on the angle between the primary beam and the surface
(Fig. 3.4). If the incident electron beam impinges on a flat site
or on a cavity of the sample, only few secondary electrons
reach the detector (registering a dark region on the image).
If the primary beam impinges at the side of a step or on an
asperity, a large number of secondary electrons can leave
the sample surface (producing a bright area in the image).

This so-called edge effect gives an excellent contrast of
the surface topography. Figure 3.5 shows as an example of
a defect-initiated secondary crack in a PBTP/PC blend in
overview (a) and in larger magnification of the crack initiation
at a morphological defect (b).

The yield of reflected BSEs increases with increasing
atomic number. Elements having higher atomic number offer
a higher probability of backscattered elements, including an
additional atomic number contrast (“material contrast”) to
the surface topography contrast (Fig. 3.6).

A SEM is usually equipped with an X-ray detector (either
energy dispersive, EDX, or wavelength dispersive, WDX).
Thus, the characteristic signal X-ray emission of a particular
element can be displayed on the imaging screen and the
distribution of different elements on a surface can be readily
obtained.

Besides the integral analysis, the SEM provides the ability
to determine the elemental distribution (elemental mapping)
over a sample surface. To do this, in an EDX system, one or
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e−

e−

SE
SE
SE
SE
SE

Interacting PE

Figure 3.4 Contrast formation in secondary electron mode due to
surface topography (edge effect):– At a smooth surface, electrons are
collected by the specimen and fail to reach the detector (dark region in
the image). – At an edge, electrons are easily emitted and are drawn
toward the positively charged detector (bright region in the image,
located to the right of the diagram).

10 µm(b)

(a) 100 µm

Figure 3.5 Secondary crack in a PBTP/PC blend (from [2]): (a) for-
mation of a parabola-like pattern due to superposition of the main
crack front (from right) with a secondary crack and (b) origin of the
secondary crack.

more peaks from an interesting element are selected from the
spectrum by so-called regions of interest. While scanning the
electron beam, it is possible to record the X-ray counts of these
regions of interest correlating to points on the specimen sur-
face. By accumulating X-ray counts per pixel, it is possible to
create an elemental distribution image – X-ray mapping, see
Figure 3.7.

If bulk material with a multiphase morphology is studied,
three-dimensional information about the structure can be
gained by simply varying the electron energy in the SEM in
combination with image processing [13].

There is a major problem in the observation of polymers
by means of SEM. Polymers are poor conductors of electricity
and a charge rapidly builds up on the specimen when it is bom-
barded with the electron beam. A conductive coating must be
applied to solve this problem in a conventional SEM.

A low-vacuum SEM or environmental scanning electron
microscopy (abbreviated as ESEM) is a modified SEM with
a lower vacuum of about 1 mbar in the specimen chamber,
which is achieved using a special pumping system. The term
“environmental” refers to the possibility of imaging wet
samples such as biological materials when using the SEM
(“ESEM” is a trademark of the company FEI). In a usual
SEM, incident primary electrons cause negative charging of
the surfaces of electrically nonconducting samples. Under
low-vacuum conditions, a part of the residual gas molecules
are ionized by the primary electron beam. The positive ions
near the surface are attracted by the negatively charged
sample surface, so that the surface is compensated for by the
impacting ions. In addition, the patented gaseous secondary
electron detector (GSED) of the ESEM generates further
gas ions and accelerates it into the surface of the specimen.
Therefore, under low-vacuum conditions, the surface charges
can be ideally so compensated that there is no need for a con-
ductive coating. In addition, wet samples (i.e., in biological,
medical applications) must not be dried before investigation
and they are not dried during the investigation, thus avoiding
artefacts. Hence, this technique offers new applications and
advantages over the conventional SEM. The principles of
these techniques with specific applications to polymers are
described in detail in Ref. [1].

The relatively easy preparation of polymer surfaces makes
SEM a very valuable tool to study larger and even smaller
polymer structures. Often, fracture surfaces of polymers
give information on large structural details and structural
defects, which are the source of damage and fracture of
polymeric materials (compare Fig. 3.5). After selective
etching of a smooth surface, many structures are visible in
SEM. A well-developed spherulite with a central part of
parallel-packed lamellae and bended lamellae around the
so-called eyes of a spherulite (left and right of the central
stack of lamellae) is shown in Figure 3.8.
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(b)(a) 10 µm

Figure 3.6 Comparison of secondary electron (SE, a) and backscattered electron (BSE, b) imaging of a polymeric concrete sample consisting
of epoxy, quartz and calcite.

10 µm

Ca O

SE Si

Figure 3.7 Secondary electron (SE) imaging and X-ray mapping of the elements silicon (Si), calcium (Ca), and oxygen (O) of polymeric
concrete sample consisting of epoxy, quartz (SiO2), calcite (CaCO3).

Additional details of the structure of semicrystalline poly-
mers can be determined on such selectively etched surfaces.
SEM micrographs in Figure 3.9 show the two main types of
isotactic polypropylene (PP): Micrograph (a) shows the most
common 𝛼-modification with the so-called cross-hatched

arrangement of the crystalline lamellae; the main lamel-
lae are growing radially from an initial site (center of the
spherulite), whereas the “secondary lamellae” are formed
by an epitaxial growth onto them [14]. In 𝛽-modified PP,
the lamellae form a more sheaf-like superstructure with a



�

� �

�

42 ELECTRON MICROSCOPY OF POLYMERS

1 µm

Figure 3.8 Structure of a spherulite in HDPE (high-density
polyethylene) with radial oriented and branched lamellae in a SEM
micrograph of a selectively etched surface (from [2]).

parallel arrangement of bundles of lamellae, as shown in
micrograph (b).

3.2.2 Transmission Electron Microscopy (TEM)

There are two types of TEM, the conventional transmission
electron microscopy (CTEM, type 1 in Fig. 3.1) and the scan-
ning TEM (STEM type 4 in Fig. 3.1). The CTEM is similar
to the light microscope operated in transmission with an elec-
tron beam instead of light. A major difference follows from
the ready interaction of electrons with matter, including gas,
so that the path from source to detector must remain in vac-
uum. The principle and basic components of a TEM are illus-
trated in Figure 3.10. Electrons emitted from a thermionic or
a field-emission source are accelerated in the gun by a high
voltage produced via a high-voltage generator. The electron
beam is formed with the aid of condenser lenses, a condenser
lens aperture, a condenser lens stigmator and beam tilt and
translation coils for alignment, and then it enters the objective
lens and strikes the specimen. The specimen is placed via the

(a) 200 nm (b) 200 nm

Figure 3.9 SEM micrographs of PP surfaces after permanganic etching, showing (a) the typical morphology of 𝛼 – iPP with the typical
cross-hatched arrangement of the lamellae and (b) the typical morphology of 𝛽 – iPP with the sheaf-like lamellar arrangement.

Electron gun

Illumination system

Image-forming system

Image acquisition

Cathode

Accelarating tube

Anode

Condenser lenses

Objective prefield lens

Specimen holder

Objective postfield lens

Intermediate lenses

Projector lens

Viewing screen

Camera chamber

Wehnelt electrode

Figure 3.10 Basic components of a TEM.

specimen holder in the goniometer stage within the objective
lens between the upper and the lower pole pieces. After pass-
ing through the specimen, the electrons form an image through
the action of the objective lens and an objective aperture in
the back focal plan of the lens. The image is corrected by an
objective stigmator and enlarged by an image-forming system
consisting of a series of intermediate and projector lenses and
alignment units. Finally, a highly magnified image becomes
visible on the screen or it can be recorded by a camera or an
electron-sensitive film.

Local elemental distributions in a specimen can be
investigated in TEM and STEM using the analytical tech-
niques electron energy-loss spectroscopy (EELS) and X-ray
microanalysis. X-ray microanalysis in TEM and STEM
corresponds to EDX spectroscopy in SEM. However, the thin
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Figure 3.11 Illustration of the mass-thickness contrast in TEM:
The influence of locally increased specimen thickness and density
on scattering of electrons is shown; thicker specimen and more den-
sity material scatter more electrons, resulting in darker area on the
micrograph.

samples of light element polymers in TEM only emit a few
X-ray quanta, therefore, X-ray microanalysis of polymers
is usually used in conjunction with SEM investigations that
generally yield better signal-to-noise ratios.

In practice, most TEM investigations of polymers make use
of mass-thickness contrast, that is, specimen parts containing
elements with a higher atomic number and/or which are thicker
scatter electrons stronger, but not contributing to image forma-
tion. Therefore, such parts appear darker than the surroundings
(see Fig. 3.11).

To increase the density of particular structures in polymers,
usually local chemical staining is applied. As an example,
Figure 3.12 shows TEM micrographs of thin sections of PP.
The amorphous parts and particularly the boundaries of the
lamellae are chemically stained, appearing dark, whereas the
crystalline lamellae are bright. Comparison of Figure 3.12
of TEM micrographs with SEM micrographs in Figure 3.9
reveals the differences in the two techniques.

α β

50 nm50 nm

(a) (b)

Figure 3.12 Mass-thickness contrast in TEM micrographs of isotactic PP ultrathin sections due to selectively chemical staining of the amor-
phous regions and the boundaries between the lamellae; (a) 𝛼 – iPP with the typical cross-hatched structure of lamellae and (b) 𝛽 – iPP with a
bundle of parallel lamellae (compare also with Fig. 3.9).

1In Ref. [1, Chapter 8, pp. 175–183].

(c)

(b)

(a)

5 µm

Figure 3.13 Images of a sheaflike structure in LDPE obtained by
different operating modes of the TEM, cryo-thin section in 1000 kV
HEM (a) bright/field image, (b) dark-field image, and (c) electron
diffraction diagram.

Crystalline samples can be studied using diffraction
contrast by diffraction patterns and dark field and bright field
contrast. An example of these different types of contrast
is given in Figure 3.13 with a sheaflike morphology of a
low-density polyethylene (LDPE) material. Precondition
to realize such pictures is working at low electron beam
intensities and using high-sensitive registration procedure
(“low-dose” technique).1

A crystalline dark-field image is formed if only diffracted
electrons are allowed to contribute to image formation and
the crystalline regions appear as bright objects on a dark
background. Dark-field imaging can be used to suppress
sample artefacts (e.g., cutting striations, scratches, shatter
marks) because mass-thickness effects do not contribute to
the image contrast (see Fig. 3.14).
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(b) 200 nm(a)

Figure 3.14 TEM micrographs of the same area of a HDPE with a banded spherulite in HEM [15] (a) bright-field image with visible cutting
artefacts and (b) dark-field image which do not show these cutting artefacts.

The transmission electron microscope provides detailed
structural information at levels down to atomic dimensions.
However, such high-resolution examination is seldom possi-
ble in case of polymers. Nevertheless, it is possible to obtain
information within the range 1–10 nm with varying degrees of
difficulty. This range is beyond that of optical microscopy, and
the TEM can provide information that can rarely be obtained
by any other means.

Generally, polymeric materials are composed of only
low-atomic-number elements; therefore, significant contrast
due to variations of the local density in the specimen cannot
be expected. Usually, a chemical staining is used, that is,
treatment with heavy metal compounds, for example, OsO4
or RuO4, and deposition in different regions of the polymer
(e.g., amorphous, crystalline) (see Fig. 3.12).

The second and main disadvantage of the TEM is that it can
be used only on thin samples, less than 1 μm thick and prefer-
ably 50–100 nm thick. These ultrathin samples can be cut from
bulk material using (cryo-)ultramicrotomy with special glass
or diamond knives.

A third disadvantage of studying polymers with electron
microscopy is the radiation damage due to the electron beam.
There are several primary and secondary irradiation effects,
which can, on one side, damage the polymer, but on the other
hand, contribute to a contrast enhancement, for example, if
in polymer blends the thickness or the density in one part of
the specimen is reduced by evaporation of volatile fractions
of polymer chains, as in PVC/SAN blends (see Fig. 3.15) or
if secondary cross-linking effects in semicrystalline polymers
are stronger in the amorphous regions than in the crystalline
ones, as in PEs [1, 15, 16].

The accelerating voltage of a TEM is usually in the range
between 100 and 300 kV. High-voltage electron microscopes
(HEM) work at a voltage of 1 MV or even higher. In a
HEM, the reduction of the electron wavelength can generally
improve resolution, but – and this is more important for
materials science – reduces the scattering cross section in the
specimen, improving the penetration power of the imaging
electron beam. In addition, the lifetime of the macromolecular
structure and particularly the crystallinity in semicrystalline
polymers is increased as compared to 100 kV TEM [17].
The main goal of employing HEM at a voltage of 1 MV or
even higher for polymers is the possibility of using specimen
thicknesses that are about 3–10 times larger than possible
with a conventional TEM [7, 15, 18].

On the other hand, the image contrast decreases with
increasing energy of the electrons. Unlike the conventional
voltage values around 100 kV, a voltage of the order of
units of kV is exploited in low-voltage transmission electron
microscopy (LVTEM) [19]. At those voltages, the instrument
is able to provide an enhanced imaging contrast nearly
20 times higher than for 100 kV, but with a much lower
penetration depth (much lower sample thickness necessary)
and resolution.

Analysis of the energy distribution of electrons that
have passed through the specimen (EELS) is used in an
energy-filtered transmission electron microscopy (EFTEM).
EFTEM offers a powerful tool for the chemical analysis
of materials at the nanometer scale. On the other hand,
the mode of zero-loss filtering, where only the unscattered
and elastically scattered electrons contribute to the image,
enhance the contrast and improve the resolution by avoiding
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(a) (b) 5 µm

Figure 3.15 Differentiation of the two polymer phases in a PVC/SAN blend due to different densities and mass loss after electron irradiation
(semi-thin section, 1000 kV HEM, from [15]) (a) at the start of irradiation: PVC darker than SAN and (b) after intense irradiation: PVC brighter
than SAN.

(a) 500 nm 500 nm(b)

Figure 3.16 TEM images of a stained 400-nm-thick ABS section produced by (a) global mode and (b) zero-loss filtering [5].

chromatic aberration even in thicker specimens. This is
demonstrated in Figure 3.16 by a stained 400-nm-thick ABS
(acrylonitrile-butadiene-styrene) polymer semi-thin section
imaged in an EFTEM with Ω-filter used in the global mode
(a) and by zero-loss filtering (b).

3.2.3 Comparison of Different Microscopic Techniques

With the different techniques, the surface of bulk polymeric
materials or its interior is the target of the microscopic inves-
tigations (see Fig. 3.17 at the top). The surface can be studied
directly with SEM or ESEM, AFM and, indirectly after
replication, with TEM. Ultra- and semi-thin sections from the
interior can be used for TEM and thicker sections for SEM
or AFM. To compare imaging using TEM, SEM, and AFM,

Figure 3.17 compares the morphology of a commercial iPP
in the 𝛼-form with the so-called cross-hatched arrangement
consisting of primary lamellae radiating from a spherulite
center and smaller secondary (or “daughter”) lamellae perpen-
dicular to the primary ones (at the bottom, compare also with
Figs. 3.9 and 3.12). Several preparation techniques, necessary
for the different microscopic techniques, are mentioned in
Section 3.3.

In addition to the study of the structure of materials,
the influence of several parameters on morphology can
be studied, in particular the influence of mechanical load-
ing. There are several methods to investigate deformation
and fracture processes, which are discussed in detail in
[1, 2, 5]. The direct imaging techniques of microscopy
allow very direct determination of the morphology and
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e−Scanning electron microscopy
(SEM, ESEM)

Scanning force
microscopy

Replica

     technique

Transmission electron microscopy

200 nm 50 nm(b) (c)(a) 100 nm

(cryo-)ultramicrotomy

Figure 3.17 Top: Application of different microscopic techniques to study the surface and interior of a bulk polymeric material. Bottom:
Comparison of the results from different microscopic techniques applied to 𝛼 – iPP: (a) SEM image after permanganic etching, (b) TEM image
of chemically stained ultrathin section, and (c) AFM tapping mode image.

nano- or micromechanical processes in the same material
area and, therefore, offering a very direct way to determine
structure–property correlations.

3.2.4 Image Processing and Image Analysis

The microstructures of modern materials are becoming more
and more complex and nonuniform. Therefore, it is very
important to evaluate microscopy images in detail, objectively
and quantitatively. Today, the use of computer-assisted
methods for this analysis and evaluation is inevitable. The
initial task of image processing is to enhance the quality
of digital images for further analysis. This optimization
comprises the use of grayscale, contrast, shading correction,

specific filtering methods (e.g., sharpness, high pass, low
pass), arithmetic operations, as well as methods to determine
relative composition, particle size, interparticle distances,
intensity profile, and so on in heterogeneous polymers. Of
particular interest are analysis procedures for the deter-
mination of orientations and stereoscopic imaging. Using
various filter operations, it is possible to highlight or attenuate
specific structural details. After applying a “low-pass filter”
to an image, it will appear less sharp, with the edges of
the gray areas becoming blurred and noise diminishing.
In contrast, a “high-pass filter” makes the image appear
sharper, highlighting the finer structural details (such as
edges) and removing the heterogeneous regions of an image
(see Fig. 3.18).
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(a) (b) (c) 200 nm

Figure 3.18 Examples of filter operations leading to changes in image detail (a) AFM phase images of a HDPE/VLDPE blend, (b) after
low-pass filter, and (c) after high-pass filter.

(a) (b)

52.6%

SAN matrix PPO particle

30.2%

Filler

17.2%

Figure 3.19 (a) TEM micrograph of a filled SAN/PPO blend and (b) determining the volume fractions of the constituents by assigning
defined grayscale values to individual components.

The fundamental possibilities offered by image processing
for the quantitative evaluation of structural details are demon-
strated by determining the volume fraction of components
in polymer blends. Figure 3.19 illustrates a particle-filled
SAN/PPO polymer blend by defining the grayscale regions of
the image that one can easily calculate the relative composi-
tions of the different phases in this multicomponent system.2

Special image analysis procedures based on the so-called fast

2In Ref. [1, Chapter 7, pp. 161–171].

Fourier transformation (FFT) allow to determine periodicities
in micrographs, such as orientation of structures, long periods,
and domain thickness.

3.3 SAMPLE PREPARATION

The polymers that are studied by electron microscopy can
take various shapes, forms, and sizes. Examples include
powders obtained directly from macromolecular synthesis
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and granules from compaction on a first extrusion step, and
injection- and extrusion-molded test parts in the centimeter
range or large pieces for different applications. In general,
direct investigations of polymers by electron microscopy
involve three problems:

1. The usual preparation techniques applied to inorganic
samples cannot be applied, and the preparation of
ultrathin specimens from bulk polymers is often
difficult.

2. Polymers as inorganic substances are particularly
sensitive to electron beam irradiation.

3. The contrast between structural details is often very low
because polymers usually consist of the same light ele-
ments (C, H, O, and others) that interact only weakly
with the electron beam.

Several preparation and investigation techniques have been
developed to overcome these difficulties. Three methods for
investigating the morphologies of polymers are generally
available (see Fig. 3.20) [1, 2, 5]:

1. The preparation of special surfaces (brittle fracture
surfaces, smooth and selectively etched surfaces, etc.)
that yield information on the internal structure of the
material. These surfaces are investigated by means of
replicas in the TEM or directly in the SEM or AFM.

2. The preparation of thin sections by ultramicrotomy,
generally after special fixation and staining procedures
has been performed. Investigations are carried out by
conventional TEM, HEM, or AFM.

3. The preparation of special thin films (solution-cast
films, focused ion beam (FIB) sections) with an addi-
tional staining treatment (as used for ultramicrotomy)
and then studying by TEM or AFM.

The mostly used and most successful method to prepare
polymers for TEM inspection is ultramicrotomy (including
cryoultramicrotomy) in combination with chemical staining.
It is the standard method for the preparation of ultrathin and
semi-thin sections as well as very flat surfaces of plastics and
biological and biomedical objects for various microscopic
investigations. Improvements in preparation techniques over
the past few decades have demonstrated that thin sections
of different materials that are free from artefacts can be
successfully prepared for electron microscopic investigations.

Successful sectioning today depends primarily on the expe-
rience of the experimentalist rather than on the instrumentation
used. In order to avoid sectioning-induced errors and to fully
exploit the capability of an ultramicrotome, one must master
the optimum specimen preparation and sectioning technique;
for details, see [5].3

An (ultra)microtome is a sensitive instrument for thin
sectioning and is equipped with a knife made of glass or

3In Ref. [1, Chapters 10 and 12, pp. 199–217 and 231–240].

diamond. The microtome sample holder is moved toward the
knife a given distance during every cycle. Figure 3.21 shows
the principle of an (ultra)microtome. During the downward
motion of the sample holder (A → B, cutting step), a section
is produced with a thickness specified by the forward motion
(difference A−B). The thickness of the resulting section is
determined not only by the amount of forward motion but also
by other parameters such as the type, quality, and inclination
of the knife as well as the properties of the material and the
size of the surface being sectioned. The backward motion
of the sample and the sample holder takes place at a higher
speed.

The sections are generally allowed to swim on a liquid
placed on the knife truf, which are then transferred to
microscope grids and are ready for microscopic investigations.

Soft polymeric materials or polymers containing soft com-
ponents need to be fixed as well as hardened before undergoing
sectioning. An alternative method is sectioning at cryogenic
temperatures, that is, below the glass transition temperature
of the material. If cryoultramicrotomy is required, the instru-
ment must be equipped with a cryo-compartment. The latter is
cooled by means of liquid nitrogen, and sectioning is gener-
ally carried out at temperatures of up to −185 ∘C. Any type of
knife can be used including special cryo-diamond knives [5].

Because of the usual low contrast of polymers, different
methods are employed for the selective staining procedure,
either on the bulk material before sectioning or on the thin
sections obtained after cutting.

Chemical treatment is the method most commonly
employed for the fixation or hardening of polymers. Follow-
ing this route, the specimen is treated with one or several
chemicals that preferentially react with or diffuse into specific
polymer phases. The component that reacts with the chemical
becomes hard or even brittle and thus contributes to the
staining effect. Today, the staining agents most frequently
used for polymers are osmium tetroxide and ruthenium
tetroxide. An overview of the staining agents that have been
successfully employed in polymer microscopy is provided in
Table 3.2 and illustrated together with application examples in
Refs [1, 5]. The effect of chemical staining may be enhanced
by performing a special chemical pretreatment (activation) of
the material before staining. Reactants often used for pretreat-
ment include chlorosulfonic acid, tungsten-phosphoric acid,
formalin, and others.

Besides chemical staining, contrast enhancement of
polymeric materials can also be achieved through some
physical effects. This is of particular interest if the polymers
do not possess reactive groups needed for chemical staining to
work. Two techniques are generally used: irradiation-induced
effects due to 𝛾- or electron irradiation and straining-induced
effects. Two examples illustrate these effects. Figure 3.22
shows spherulites with the typical concentric rings of LDPE
(in contrast to spherulites in HDPE; Fig. 3.8). During 𝛾- or
electron irradiation, PE is known to show a stronger tendency
to cross-link than to undergo chain scission, yielding a fixation
(hardening) and staining effect. The lamellae appear as bright
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Figure 3.20 Overview of the preparation techniques and electron microscopic methods successfully used to investigate the morphologies of bulk polymers.
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TABLE 3.2 Chemicals Successfully Employed as Staining Agents in Polymer Research

Polymers Staining Agents

Polyolefines (e.g., PE, PP) Chlorosulfonic acid/osmium tetroxide
Chlorosulfonic acid/uranyl acetate
Ruthenium tetroxide

Polyamides (nylons) Formalin/osmium tetroxide
Tungsten phosphoric acid/osmium tetroxide
Ruthenium tetroxide

Polyacrylates Hydrazine/osmium tetroxide
Chlorosulfonic acid/osmium tetroxide
Ruthenium tetroxide

Polystyrene, styrene copolymers Ruthenium tetroxide

Polyurethanes Chlorosulfonic acid/osmium tetroxide
Ruthenium tetroxide

Polyvinyl chloride Chlorosulfonic acid/osmium tetroxide

Polymers with double bonds (such as PB, PI, HIPS, ABS) Osmium tetroxide; Bromine solution

Polymers with OH groups Osmium tetroxide

Sample holder

Sample
Adjustment of

off-axis angle

A

B

Knife

Knife

holder

Figure 3.21 Scheme showing the movement of the sample rela-
tive to the knife during the sectioning process; A forward motion;
A → B cutting; B backward motion; B → A upward movement;
section thickness = length A − length B.

lines in a surrounding darker amorphous area. The thicknesses
of the lamellae are about 10–15 nm, which corresponds to the
values for lamellae measured in chemically stained sections.
In chemically stained sections, the amorphous regions appear
dark as a consequence of absorption of heavy atoms; here,
the amorphous zones are darker due to irradiation-induced
cross-linking and contraction (see Fig. 3.12). Figure 3.23
shows a domain-like structure in a SAN copolymer in a
deformed zone in front of a crack tip. The small domains are
somewhat weaker than the surroundings and appear under
load as brighter particles. This method of straining-induced
contrast enhancement is the only technique to make these
small domains in SAN visible.4 The difference in density and
material composition is too small for using chemical staining
to enhance the contrast.

4In Ref. [15, Section 7.4, p. 161].

3.4 IN SITU MICROSCOPY

Due to the variety of different structural details that
can occur in polymers, there are also a wide variety of
nano-/micromechanical processes that can appear under
load. These include changes to individual macromolecular
segments (on a nanometer scale), localized plastic yielding in
the form of crazes or shear bands (at the micrometer scale),
up to crack propagation and macroscopic fracture (at the
millimeter scale). Therefore, different techniques for studying
these processes are required, which are shown in Figure 3.24.

Three main methods exist:

1. Investigation of fracture surfaces (from tensile or impact
test, events of damage of materials, etc.) directly in the
SEM (or in TEM using – as in the past – replicas).

2. Deformation of bulk samples (from the first elongations
up to fracture) is followed by investigating the changes
at the surfaces by SEM (or after replication by TEM).
Changes inside the bulk material are studied by prepar-
ing semi- or ultrathin sections using an ultramicrotome
(occasionally after cooling or chemical staining) and
investigating by TEM or AFM.

3. Deformation of thin films or semi-/ultrathin sections in
a tensile device and investigation after deformation or
in situ by TEM, HEM, ESEM, or AFM.

When going from method 1 to methods 2 and 3, more
and more details of the micromechanical processes can be
revealed and investigated in their dependence on the real
morphology. Analysis of fracture surfaces by SEM (method
1 – microfractography) yields information mainly about
the processes of crack initiation and crack propagation up
to the final fracture. Particularly, the influence of structural
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(a) 1 µm (b) 250 nm

Figure 3.22 Contrast enhancement by the physical effect of 𝛾-irradiation in semi-crystalline LDPE (𝛾-irradiation with a dosage of 20 MGy)
[15] (a) banded spherulites and (b) lamellae inside the concentric bands.

1 µm

Figure 3.23 SAN copolymer with small domains, which are vis-
ible due to a straining-induced contrast enhancement; area in front
of a crack tip, deformation direction horizontal, semi-thin section in
HEM.

heterogeneities (“defects”) on initiation and propagation of
cracks, and the results of phase separation or low interfacial
strength in polymer combinations can be studied.

Ductile materials show large amounts of plastic deforma-
tion before fracture occurs, making identification of the whole
process on the final fracture surface difficult or impossible.
Such ductile mechanisms and, in general, processes that occur
before fracture, such as crack initiation, microvoid formation,
local fibrillation, and crazing, can be seen with method 2.

Method 3 enables the morphology and deformation
processes to be investigated with high resolution. As the
sample size and thickness decreases, the resolution usually
increases. The use of several tensile stages applicable for

SEM, TEM, and AFM enables to deform a sample with
a “representative thickness,” containing the characteristic
morphological features of the material of interest. The study
of mechanically loaded samples and the changes under
deformation in a microscope is an example of the so-called
in situ techniques. The term “in situ” is Latin and means
“in its place.” There are several types of in situ experiments
that can be performed: mechanical deformation tests, heating
or cooling, electron irradiation, application of electric or
magnetic fields, and application of different ambient atmo-
spheres. One example of an in situ deformation test of a
rubber-toughened polymer (high impact polystyrene, HIPS)
is demonstrated in Figure 3.25: Deformation of HIPS is
connected with an opaque whitening of the stress area; visible
in low microscopic magnifications by lots of whitening bands
(the so-called crazes) perpendicular to the loading direction.
The larger magnification Figure 3.25b reveals some details:
crazes are initiated at zones of stress concentration at the
rubber particles, that is, in the equatorial zones of the matrix
perpendicular to the loading direction. A general problem
of these methods, however, is associated with radiation
damage (see above), since material properties and particularly
(micro)mechanical properties are drastically changed by
electron irradiation.

Such tests not only provide us with information about the
“macroscopic” properties of the material but also a deeper
understanding of its deformation behavior at the micro- and
nanoscopic scales. In situ tools allow the local morphology
and the deformation in a material that is subjected to local
mechanical stresses to be mapped out. Therefore, these studies
open up a very direct way to determine structure–property
correlations of polymers and to explain them on the basis of
nano- and micromechanical mechanisms in dependence on
real morphology [2].
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Figure 3.24 Survey of electron microscopic methods for investigating nano-/micromechanical processes in polymers (from [1, 2]).

(a) (b)100 µm 5 µm

Figure 3.25 In situ deformation of a rubber-toughened polymer (HIPS – high impact polystyrene) (a) overview of the area under load and
(b) area in front of a crack tip (in micrograph (a) at the bottom) with rubber particles (gray) in a matrix (black) with crazes (bright) 2-μm-thick
deformed section, deformation direction see arrow, in 1000 kV HEM.
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CHARACTERIZATION OF POLYMER MORPHOLOGY
BY SCATTERING TECHNIQUES

Jean-Michel Guenet
Institut Charles Sadron, CNRS-Université de Strasbourg, Strasbourg, France

4.1 INTRODUCTION

Since the bold hypothesis by Leucippus and Democritus that
matter ought to be discontinuous and made up with indivisible
particles, Democritus named atoms; man has pursued his
quest for visualizing these entities and, correspondingly, for
unveiling the structure of matter. The invention of optical
microscopy did not allow one to achieve this goal as resolution
using light is still not good enough. Eventually, more than
20 centuries had to elapse since Democritus and Leucippus’
hypothesis before the discovery of X-rays by Roentgen [1],
which was to provide scientists with the very first tool
capable of probing the most intimate scale of matter. The later
development of quantum mechanics and the prediction by
de Broglie [2] that particles belonging to the quantum world
should possess a wavelength and so should behave as X-rays
still further opened up new horizons soon to be enlightened
with the development of the electron microscope by Knoll
and Ruska [3]. The existence of neutrons by Chadwick gave
physicists a new particle for the same purposes as was shown
later by Wollan and Shull [4], who performed the very first
neutron diffraction experiments. Yet, the credit for using
neutron scattering in studying polymers ought to be given to
Jannink, Benoit, and coworkers [5], who carried out the very
first investigations on these systems.

In the mid-20th century, Guinier [6], Porod [7], Kratky [8],
and others realized that X-ray small-angle scattering, also
termed forward scattering, could bring useful information,
in particular in the studies of metallic alloys. In this range,
the intensity is in many cases monotonously decreasing
with angle, and, despite the absence of peaks as occur in
X-ray diffraction, allows one to determine the shape of large

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

nanometric structures. Such giant structures also occur with
high-molecular-weight polymer chains, but most of them
could hardly be evidenced by X-rays due to contrast problems.
For instance, discriminating one chain among similar chains
was insuperable in the absence of proper tagging. The design
of small-angle neutron scattering set up in the early 1970s
allowed one to start exploring these systems thanks to the
difference in scattering properties of hydrogen and deuterium.

Since these early days of pioneering works, large-scale
facilities that provide scientists with very high flux of X-rays
and neutrons have been built throughout the world. While
neutrons have always required large-scale facilities (a nuclear
reactor or a spallation source), those X-ray sources from
synchrotron radiation have revolutionized this technique.
The flux and the brilliance of X-ray photons is so intense
that diffraction experiments can now be performed in a few
seconds or even tenth of seconds as compared to hours with
devices available in usual laboratories in spite of progress
in technologies such as rotating anodes. Time-resolved
investigations are now feasible, which give access to new
perspectives for studying polymer systems. Also, a broader
range of photon wavelengths are easily accessible, which has
promoted the development of techniques such as EXAFS
(extended X-ray absorption fine structure) or XANES (X-ray
absorption near-edge structure).

Thanks to the newly built neutron large-scale facili-
ties, successes in polymer science were immediate in the
mid-1970s [9]. Neutron scattering experiments gave the first
direct confirmation of the Gaussian behavior of polymer
chains in the solid state as was predicted earlier by Flory [10].
They further revealed the chain conformation in semi-dilute
solutions, which confirmed the relevancy of extending scaling
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concepts to polymer physics as advocated by de Gennes [11].
Other systems such as semicrystalline polymers were then
studied, providing information about the way chains fold in
the bulk state or in single crystals [12, 13]. Nowadays, these
scattering techniques are routinely used in the field of soft
matter to which belong polymer systems.

A monograph centered on polymer morphology should
undoubtedly include a chapter on these techniques. This
chapter is therefore focused on the possibilities offered by
X-ray and neutron scattering/diffraction for determining the
structure of polymer systems. These techniques are often com-
plementary as X-ray photons and neutrons do not “see” matter
the same way. The difference of neutrons versus X-rays lies in
the way they interact with atoms: X-rays interact with the elec-
tron cloud, while neutrons interact with the nucleus. Neutrons
have an unquestionable advantage over X-rays when polymers
are at stake thanks to the difference in scattering amplitude
between hydrogen and deuterium, as is detailed below.

The field of radiation scattering studies of polymers is a vast
one, and cannot be treated in only one chapter. Consequently,
this chapter is restricted to specific examples that are intended
to present the potentialities of the scattering techniques. It is
divided into three main sections: a short presentation of the
minimum theory to understand the concepts, the discussion
about the notion of contrast factor, and finally a series of rele-
vant examples taken from various systems.

4.2 A SHORT THEORETICAL PRESENTATION

4.2.1 General Expressions

The general expression for the intensity scattered by a binary
system composed of molecules a and b is written as

S(q) = A
2
(q)Sa(q) + B

2
(q)Sb(q) + 2A(q)B(q)Sab(q) (4.1)

where A
2
(q) and B

2
(q) are the coherent scattering amplitudes

of molecules a and b, and Sa(q), Sb(q), and Sab(q) are the scat-
tering factors that characterize the spatial correlations between
molecules a, molecules b, and molecules a and b. q is the
momentum transfer, which reads:

q = 2𝜋s = 4𝜋
𝜆

sin 𝜃∕2

where 𝜆 is the radiation wavelength and 𝜃 the scattering angle.
The expression of such a scattering factor is

Sa(q) =
∑

i

∑
j

⟨exp iqrij⟩ (4.2)

where rij is the distance between two molecules a. Sim-
ilar expressions hold for Sb(q) and Sab(q). The scattering
amplitude, which characterizes the correlations within one
molecule, is written as

A(q) =
∑

k

ak⟨exp iq𝜌k⟩ (4.3)

where ak is the scattering factor of atom k (or scattering length
for neutron) and 𝜌k its distance from the center of mass of the
molecule.

It is customary to consider two main q-ranges depending
on the desired type of information: the small-angle scattering
range and the diffraction range.

The small-angle scattering range is such that q𝜌k < 1 so that
A(q) reduces to a constant:

A(q) = A =
∑

k

ak (4.4)

The value and the expression of this constant depend on
the radiation type, as discussed below. It particularly differs
whether one uses X-rays or neutrons. This range is therefore
located at low q-values, that is, at a resolution typically below
q≈ 2–3 nm−1. Under these conditions, the system can be con-
sidered a continuum.1 This further leads one to assume that
any point of the system contains a molecule a or b [14]. This
is the so-called incompressibility hypothesis [15], which leads
to the following expression for S(q):

S(q) = [A − B]2Sa(q) = [B − A]2Sb(q) (4.5)

The cross-term Sab(q) has vanished; only correlations
between molecules a, on the one hand, and molecules b, on
the other hand, remain. The term [A − B]2 = [B − A]2 is the
contrast factor.

That the contrast factor is the square of the difference of
the scattering amplitudes is equivalent to Babinet’s principle in
optics, which states that the diffraction pattern from an opaque
body is identical to that from a hole of the same size and shape.
For instance, a circular hole scatters like a circular disc of the
same diameter.

Note that in the case of polymer systems, S(q) reads:

S (q) ∼
(

A − B
)2 [

CP (q) + C2Q (q)
]

(4.6)

where P(q) is the labeled species form factor (intramolecu-
lar interaction), C their concentration, and Q(q) stands for the
intermolecular interactions between labeled species.

In the diffraction range, the resolution is much higher
because larger q-values are involved, so that the discontinuous
character of matter cannot be ignored any longer. As a
result, Equation 4.1 holds, which particularly means that the
cross-term Sab(q) must be taken into account.

In the case of semicrystalline polymers, we should distin-
guish between two cases: classical nonsolvated crystals, on
the one hand, and solvated crystals (crystallosolvates), on the
other hand. In the case of solvated crystals, changing the label-
ing type of the solvent or of the polymer (the case of neu-
trons, for instance) alters the diffraction pattern as some peaks

1A way of understanding this assumption simply is to look at newspaper pic-
tures. At a distance they look continuous, while a closer look reveals that they
are made up of dots.
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may disappear or appear. This arises from the presence of the
cross-term arising from the intimate organization between sol-
vent and polymer.

In the case of nonsolvated crystals surrounded by a liquid
phase, the cross-term Sab(q) can be dropped provided crystals
are larger than sizes of about q−1. The intensity then reads:

S(q) = A(q)
2
Sc(q) + B(q)

2
Sl(q) (4.7)

where subscripts c and l correspond to the crystal phase and to
the liquid phase, respectively.

Therefore, changing the labeling type of the solvent will
have no effect on the diffraction pattern of the polymer.

Another case of interest is the “dilute regime” where con-
ditions are such that one may consider “single particle scat-
tering” conditions, that is, intermolecular terms between the
different particles can be neglected. The scattered intensity is
simply expressed as

I(q)C=0 = KCMP(q) (4.8)

in which K is a constant (which includes the calibration con-
stant of the apparatus used for the measurements and the con-
trast factor of the scattering species [A − B]2) and C and M are
the concentration and the molecular weight of the scattering
species. As is suggested by the subscript (C= 0), relation 4.8
is strictly valid for infinite dilution.

Yet, if the particles are randomly dispersed with no
specific interactions, relation 4.8 is likely to hold for relatively
high concentrations. If there are specific interactions, then
a first-order corrective term must be taken into account
(often referred to as the virial coefficient), and experiments
at different concentrations must be carried out in order to
evaluate this term.

Relation 4.8 can also be valid for q𝜉 > 1, where 𝜉 is the aver-
age distance between particles and provided that 𝜉 >R where
R is the largest dimension of the particle. If 𝜉 ≈R, then the
relation can still hold for qR> 1.

When studying particles of unknown size, it is always
highly recommended to investigate different concentrations.

The case of ternary systems may be commonly encountered
in polymers. For instance, one may deal with a system con-
taining two types of particles embedded in a solvent (gels, for
instance). The scattering intensity is then [16]:

S(q) = (Ap1 − As)2Sp1(q) + (Ap2 − As)2Sp2(q)

+ 2(Ap1 − As) × (Ap2 − As)Sp1p2(q) (4.9)

The term related to the solvent scattering due to density
fluctuations, which is q-independent, is not included. This term
is usually subtracted by measuring the intensity scattered by a
pure solvent sample.

Interestingly, if one can achieve the conditions where
Ap1 = As or Ap2 = As, then one can determine independently
the structure of either particles p2 or particles p1, respectively.

4.2.2 The Form Factor

As shown in relation 4.8, an important parameter is the
particle form factor, which is the Fourier transform of the
pair-correlation function. A few models that are relevant to sit-
uations encountered in “solid” systems such as bulk polymers,
gels, and so on, are discussed subsequently. As is customary,
two ranges can be distinguished in small-angle scattering
for the form factor: the Guinier range [6], which is defined
for qR< 1, where R is the radius of gyration of the particles,
and the intermediate range, for qR> 1, where the short-range
structure of the particle is observed (expressions of the radius
of gyration for some objects are given in Table 4.1).

In the Guinier range, irrespective of the particles’ shape,
the intensity always reduces to

I(q) ∼
[

1 −
q2R2

3

]
or exp

(
−

q2R2

3

)
(4.10)

Plotting the intensity I(q) versus q2 or log I(q) versus q2

yields the radius of gyration. Zimm representation is another
way of processing the data, especially when several concen-
trations, C, are used [17]. Zimm equation reads:

I−1(q) ∼
[

1 +
q2R2

3

]
(1 + 2A2C) (4.11)

Therefore, plotting I−1(q) versus q2 gives both the radius of
gyration and the second virial coefficient A2. This coefficient
is nothing but the intermolecular interactions between labeled
species, and is therefore related to Q(q) in Equation 4.6.
Strong interactions, namely, segregation, give negative values,
and strong repulsions as in good solvents yield positive values.

In the intermediate range, no universal expression can be
derived as intensity depends strongly on the particle’s shape.
Some examples for which analytical calculations are available
are given below. In other cases, no analytical expressions are
obtainable and so simulation must come into play.

In polymers, Debye [18] has derived an analytical expres-
sion in the case of the Gaussian chains:

PG(q) =
2

q2R4
G

[
exp

(
−q2R2

G

)
+ q2R2

G − 1
]

(4.12)

where RG is the chain radius of gyration. Note that for qRG < 1,
the Guinier expression is retrieved from Equation 4.11.

In the intermediate range, PG(q) reads:

PG(q) =
2

q2R2
G

(4.13)

The Debye’s Gaussian chain is rather ideal as the statistical
segment is considered negligible with respect to RG. More real-
istic models include either larger statistical segments (freely
rotating rods), and wormlike chains [19, 20].

Before discussing these models, it ought to be mentioned
that chains may depart from their Gaussian behavior in a good
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TABLE 4.1 Some Expressions of the Radius of Gyration as a Function of Dimensional
Parameters of the Objects

Object R2
G

Gaussian chain of contour length L and segment length 2lp with L≫ lp Llp∕3

Wormlike chain of contour length L and persistence length lp
a

l2
p

3
(e−L∕lp − 1 + L∕lp)

Excluded volume chain of contour length L L6∕5

Infinitely thin rod of length L
L2

12

Oblong solid cylinder of length L and radius r
L2

12
+ r2

2

Oblong hollow cylinder of length L, outer radius rout, and inner radius 𝛾rout
L2

12
+ (1 − 𝛾2)r2

2

Flat disc of radius r and thickness l
r2

2
+ l2

12

Slab of length L, width l, and thickness 𝛿
L2

12
+ l2

12
+ 𝛿

2

12

Sphere of radius r
3
5

r2

Hollow sphere of outer radius r and inner radius 𝛾r
3
5
(r2 − 𝛾r2)

aNote that for L/lp →∞ one retrieves the expression for the Gaussian chain and for L/lp → 0 the value for a rod.

solvent. In many cases, a fractal approach can be used so that
the scattering in the intermediate range reads [16]:

P(q) ∝ 1
(qRG)DF

(4.14)

where DF is the fractal dimension of the chain. Excluded
volume corresponds to a fractal dimension DF = 5/3. For a
fractal dimension DF = 1, that is a rod, relation 4.14 yields
the same scattering behavior as that calculated by another
approach (see below).

Freely rotating rods consist of an assembly of N rods linked
in series to one another with no spatial orientation with respect
to one another. The form factor is then written as [21]:

Pfr(q) =
1
N

[
2Λ (𝛽) − 4

𝛽2
sin2 𝛽

2

]
+ 2

N2
Λ2(𝛽)

×
[

N (1 − 𝜈) − (1 − 𝜈N)
(1 − 𝜈)2

]
(4.15)

where 𝛽 = qlr, lr being the length of the rods, 𝜈 = sin 𝛽/𝛽, and
with:

Λ(𝛽) = 1
𝛽 ∫

sin t
t

dt = 1
𝛽

Si(𝛽) (4.16)

For qlr > 1, Equation 4.15 reads [22]:

Pwl(q) ∝
𝜋

qlp
+ 8(N − 1)(𝜋2 − 4)

q2lr
(4.17)

Unlike freely rotating rods, wormlike chains are charac-
terized by a so-called persistence length lp and the following

relations: for qlp < 1, the chains display a Gaussian behavior,
while for qlp > 1 the chains are rodlike. The term wormlike is
a speaking image of this conformation. No analytical calcu-
lation can be derived for these chains but only two types of
asymptotic behavior for qRG > 1 [19, 22–24]:

For qlp < 1

Pwl(q) ∝
6

q2l2p
(4.18)

For qlp > 1

Pwl(q) ∝
𝜋

qlp
+ 2

3q2l2p
(4.19)

In a q2I(q) versus q representation, one should therefore
observe two asymptotes: a flat asymptote at low-q and a
straight line at high-q. The intersection between these two
regimes yields q*, which reads:

q∗ = 16
3𝜋lp

(4.20)

For an infinitely thin rod of length L, the form factor
reads [23]:

Pwl(q) ∝
𝜋

qL
+ 2

q2L2
(4.21)

an expression closely reminiscent of the asymptotic behavior
of the wormlike chain for qlp > 1, except for a slightly differing
1/q2 term. Note that absolute calibration gives Equation 4.8 so
that in this range 𝜇L =M/L, namely, the mass per unit length
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can be determined. This parameter may be of interest, as will
be highlighted in the case of thermoreversible gels.

These equations give the asymptotic behavior, but cannot
be of any use for a total fit of the scattering curve. Yoshizaki
and Yamakawa [24] have developed a pseudoanalytical
approach by establishing several equations for covering the
entire q-range.

If the cross section, rc, of the rod is not negligible; with
L≫ rc, then one is dealing with an elongated solid cylinder,
and the relation reads [25]:

Pwl(q) =
𝜋

qL
×

4J2
1(qrc)

q2r2
c

[
1 + 2

𝜋qL

]
∝ 𝜋

qL
×

4J2
1(qrc)

q2r2
c
(4.22)

where J1 is the Bessel function of the first kind and the first
order. For qrc < 1, the Bessel function can be developed, which
eventually gives:

Pwl(q) ∝
𝜋

qL
×
[

1 −
q2r2

c

2

]
∝ 𝜋

qL
× exp

(
−

q2r2
c

2

)
(4.23)

As a result, a plot of the type log qI(q) versus q2, often des-
ignated as a Porod plot, allows determination of rc.

The general equation for the scattering by any type of cylin-
der has been derived by Fournet [26]:

Pc(q) = ∫
𝜋∕2

0

sin2(qL cos 𝜃)
q2L2 cos2𝜃

×
4J2

1(qrc sin 𝜃)

q2r2
c sin2

𝜃

sin 𝜃 d𝜃

(4.24)
Thanks to personal computer performances, such an

equation can nowadays be rapidly calculated for all types of
cylinders.

As with very long rods, an approximation for a flat disc
(rd ≫Ld) gives simpler expressions [25]:

For qLd > 1 with qrd < 1,

Pd(q) ≈
8

(qrd)2
exp

(
−

q2L2
d

12

)
(4.25)

For qLd > 1 and qrd > 1

Pd(q) ≈
8

(qrd)2
×

sin2(qLd∕2)
(qLd∕2)2

(4.26)

Other very long cylinders are of interest: hollow cylinders.
The equation derived by Mittelbach and Porod [27] for
qLhc > 1 is as follows:

Phc(q) =
𝜋

qLhc

{
2(

1 − 𝛾2
)

qrhc

× [J1(qrhc) − 𝛾J1(q𝛾rhc)]

}2

(4.27)
where rhc is the outer radius and 𝛾rhc the inner radius.
For 𝛾 = 0, one retrieves relation 4.22 while for 𝛾 ≈ 0 the
scattering by a thin-walled sleeve of cross-radius rS for

qLS > 1 is obtained:

Ps(q) =
𝜋

qL
J2

o(qrS) (4.28)

As a rule, any kind of cross section can be considered for
very long straight objects. The general relation is simple [25]:

P(q) = 𝜋

qL
𝜙(q𝜎) (4.29)

where 𝜙(q𝜎) is the cylindrical Fourier transform of the
cross-section shape, and is written as

𝜙(q𝜎) = ∫
𝜎

𝜌(𝜎)Jo(q𝜎)2𝜋𝜎 d𝜎

/
∫
𝜎

𝜌(𝜎) 2𝜋𝜎d𝜎 (4.30)

In many cases, cylinders display cross-section polydis-
persity. Guenet [28] has derived a calculation that takes
into account the effect of a polydispersity by means of a
distribution function of the type w(r)∼ r−𝜆 with two cutoff
radii rmin and rmax. In the range rmax > q−1

> rmin, the form
factor is written as:

q4IA(q)
C

= 4𝜋2
𝜌

[
A (𝜆) q𝜆 − 1

𝜆r𝜆max

]/
∫

rmax

rmin

w(r)dr (4.31)

with:

A(𝜆) =
Γ(𝜆)Γ

(3 − 𝜆
2

)
2𝜆Γ

(
𝜆 + 1

2

)
Γ
(
𝜆 + 3

2

)
Γ
(
𝜆 + 1

2

) (4.32)

where Γ is the gamma function.
For qrmin > 1, the function possesses the following

asymptote:

q4IA(q)
C

= 4𝜋𝜌∫
rmax

rmin

[
1 + 3

8q2r2
+ · · ·

]
w(r)dr

/
∫

rmax

rmin

w(r)dr

(4.33)
Cross-section polydispersity entails, in most cases, the dis-

appearance of the oscillations due to the Bessel functions. A
monotonously decreasing curve is then observed. Note that in
the case where 𝜆= 1, the intersection with the q-axis, qo is
qo = 2/𝜋rmax, while the intersection between the two types of
behavior given by Equations 4.31 and 4.33 occurs at q*, whose
value is q*= 2/𝜋rmin.

It is equally worth emphasizing here that low-resolution
continuous or discontinuous helices scatter like cylinders
in the small-angle range for q< 2𝜋/P, where P is the helix
pitch [29].

Another case worth mentioning is that of a cylinder com-
posed of a hollow cylinder fitted with an inner solid cylinder of
differing scattering amplitudes. The cross-section form factor
𝜙(qr) is then:

𝜙(qrhc)

=
[
∫

𝛾rhc

0
AscJo (qr) 2𝜋r dr +∫

rhc

𝛾rhc

AhcJo(qr)2𝜋r dr∕A

]2

(4.34)
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where A is

A = ∫
𝛾rhc

0
Asc 2𝜋r dr + ∫

rhc

𝛾rhc

Ahc 2𝜋r dr (4.35)

where Asc and Ahc are the scattering amplitudes of the solid
cylinder and the hollow cylinder, respectively.

Introducing:

Am = 𝛾
2Asc + (1 − 𝛾2)Ahc = A∕𝜋r2

hc (4.36)

𝜙(qrhc) is finally written as:

𝜙(qrhc)

=
[

2Asc𝛾

Amqrhc
J1

(
q𝛾rhc

)
+

2Ahc

Amqrhc
(J1(qrhc) − 𝛾J1(q𝛾rhc))

]2

(4.37)

In the q-range where qrhc < 1, Equation 4.37 is approxi-
mated to

𝜙(qrhc) = 1 −
q2

4

[
r2

hc

Am

(
Asc𝛾

4 + Ahc

(
1 − 𝛾4))] (4.38)

Unless Asc =Ahc, an apparent square cross-section radius
will be measured. As shown below, the scattering pattern
can be drastically altered by toying with the scattering
amplitudes. Under certain circumstances, the bracketed term
of Equation 4.38 can be negative so that a “negative apparent
square radius” can even be observed [16]!

These calculations can be easily extended to cases where a
tube is made up with several concentric cylinders of differing
contrast [30].

Another case of interest is a slab of length Ls, width ls, and
thickness 𝛿s. The form factor can be derived from the relation
calculated by Mittelbach and Porod for elongated objects with
a rectangular cross section [27]:

P(q) ≈ 𝜋

qLs

2
𝜋∫

𝜋∕2

0

[
sin qls∕2 cos 𝜃

qls∕2 cos 𝜃
×

sin q𝛿s∕2 sin 𝜃

q𝛿s∕2 sin 𝜃

]2

sin 𝜃 d𝜃

(4.39)
Three domains can be considered:

For qLc > 1 with qlc < 1,

P(q) ≈ 𝜋

qLs
exp

(
−

q2l2s
24

)
(4.40)

For qLc > 1, qlc > 1 and q𝛿c < 1

P(q) ≈ 2𝜋
q2lsLs

(4.41)

Interestingly, in a Kratky plot (q2I(q) vs q), the scattering
vector q* at which the asymptotic behavior of Equation 4.40
(1/q) meets the plateau of Equation 4.41 gives ls = 2/q*.

For qLc > 1, qlc > 1 and q𝛿c < 1:

P(q) ≈ 2𝜋
q2lsLs

× exp

(
−

q2
𝛿

2
s

12

)
(4.42)

In many instances, cylinders can be bunched together in a
parallel fashion. The intensity of such a collection of n parallel
cylinders has been calculated by Oster and Riley [31]:

P(q) =
𝜋𝜇L

qn2
𝜙(q𝜎)

n∑
j=1

n∑
k=1

Jo(qrjk) (4.43)

rjk stands for the distances between center of mass of the cylin-
ders, and 𝜙(q𝜎) is the function related to the cylinder cross
section.

Spheres may be encountered in polymer systems when
dealing with spherical inclusions or at the early stage of
a liquid–liquid phase separation. The equation for sphere
scattering reads [32]:

I(q) =
[

3
sin qr − qr cos qr

q2r2

]2

= 9𝜋
2

[J 3
2
(qr)

(qr)3∕2

]2

(4.44)

where J3/2 is the Bessel function of the first kind of order 3/2.
Similarly, a hollow sphere where the ratio between the inner

and the outer radii is 𝛾 and is written [32, 33] as:

I(q) =
[

3
(sin qr − qr cos qr) − (sin q𝛾r − q𝛾r cos q𝛾r)

(1 − 𝛾2)q2r2

]2

(4.45)
It is worth noting that in all cases involving objects of den-

sity different from that of the surrounding medium, the asymp-
tote of the scattering behavior is always proportional to 1/q4,
which is known as Porod’s law [34]:

I(q) ∼ 2𝜋S
Vq4

(4.46)

where S and V are the surface and volume of the particle.
Note that Porod’s relation is valid only for a smooth sur-

face. If the surface of the particle displays some roughness
of amplitude of the order of 1/q, then the scattering law is
I(q) ∼ q−6+Ds , where Ds is the fractal dimension of the sur-
face’s particle [16].

Finally, a singular case that deserves to be mentioned
deals with partially labeled diblock copolymers. The result
is rather unexpected, as it gives a maximum that must not
be confused with a peak due to order. This predictable effect
was actually evidenced by neutron scattering thanks to the
deuterium-labeling technique. For a symmetric copolymer
where half of the system is labeled, Benoit derived the
following relation [16]:

I(q) ∼ (bD − bH)2(PDD − PDH) (4.47)

where PDD is the form factor of the deuterium-labeled part of
the copolymer and PDH the interference term between each
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branch of the copolymer. Since for q= 0 PDD =PDH = 1, the
intensity I(q)= 0 for q= 0. Further, the intensity must be a
monotonously decreasing function for larger q, which implies
the occurrence of a maximum related to the radius of gyra-
tion of the chains. More sophisticated calculations show that
the position of this maximum and its magnitude also depend
on the interaction parameter between the two moieties of the
copolymer [35].

4.3 EXPERIMENTAL ASPECTS

The choice of the most appropriate scattering technique
depends upon two main requirements: the contrast factor
and/or the need for time-resolved experiments. Presently,
time-resolved experiments can be essentially carried out with
X-rays thanks to the extremely high flux of photons delivered
by synchrotron radiation facilities. In some high flux neutron
facilities, such as ILL in Grenoble, some apparatuses allow
one to do near-time-resolved experiments under certain exper-
imental setup conditions (low sample-detector distances).

The contrast factor is by far the characteristic difference
between neutrons and X-rays. As was said in Section 4.1, these
particles do not “see” matter the same way.

4.3.1 The Contrast Factor

Neutrons interact only with the nucleus of atoms and are
not perturbed by the electronic cloud. It is therefore a point-
like interaction whatever the q-range explored so that the
scattering amplitude of a molecule is simply the sum of the
scattering amplitude of the atoms it is made up with. The main
advantage of neutrons, particularly when organic systems
containing many hydrogen atoms such as polymers are dealt
with, lies in the conspicuous difference in the scattering length
of hydrogen (aH =−0.375× 10−12 cm) and that of deuterium
(aD = 0.675× 10−12 cm) [36]. Their signs are opposite,2

which clearly enhances the contrast between hydrogenous and
deuterated species, as the contrast is the difference between
the scattering amplitudes (relation 4.5).

Another item of interest is the low variability in scatter-
ing amplitudes of most of the atoms. These amplitudes do not
depend on the atomic number and are rather random. Values
are, in most cases, somewhere between 0.2< a< 1 (10−12 cm),
with a few negative values often found for isotopes (Table 4.2
shows some of the values for atoms often found with poly-
mers). Unlike X-rays, heavy atoms do not scatter very differ-
ently from lighter atoms. Note that scattering lengths are only
determined from experiments.

The calculation of the contrast factor must take into
account molar volumes of each species, as the scattered
intensity is always by unit of volume. The contrast factor KN

2Negative scattering length values can be experimentally measured as they
are obtained from the extrapolation to zero of the neutron wave function for
distances larger than the atomic nucleus radius.

TABLE 4.2 Values of Scattering Lengths ac and Incoherent
Scattering Cross Sections (𝝈inc = 4𝝅a2

inc
) for Various Atoms

Often Encountered in Polymer Systems

Atom ac (10−12 cm) 𝜎inc (barn)

H −0.375 80
D 0.670 2.2
C 0.662 0.01
N 0.940 0.4
O 0.575 0.04
F 0.574 0.2
S 0.285 0.01
Cl 0.958 2.8
Br 0.685 0.4

Note that C and Br have virtually identical neutron scattering lengths, whereas
they differ drastically as to the number of electrons (6 against 35). This means
that X-ray intensity scattered by Br atoms is about 36 times larger than that
by C atoms.

for an experiment intended to give absolute unit reads for
objects of scattering amplitude A embedded in a medium of
scattering amplitude B is written as:

KN =
NA

m2
o

(
A −

vo

vm
B

)2

(4.48)

where vo is the molar volume of species A and vm the molar
volume of species B, NA is Avogadro’s number, and mo the
molecular weight of the basic constituent of the object (a
monomer unit for instance).

While the high contrast available by deuterium labeling is
a decisive advantage of neutrons over X-rays in the field of
polymer physics, neutron scattering presents a major draw-
back: hydrogen atoms also give off a high incoherent signal
(see Table 4.2). As a result, the ratio signal/noise is not nec-
essarily favorable. One way for reducing this effect consists,
instead, in using the deuterated species as the main compo-
nent of the system under study. Yet, a restrictive factor is all
too often the price of the deuterated species. This incoher-
ent signal must be determined separately or calculated, and
then subtracted from the sample spectrum to extract the coher-
ent scattering. This procedure becomes exceedingly delicate
when the ratio signal/noise is low (typically lower than 1.1).
Improper subtraction may yield an utterly irrelevant result.

Also, the procedures depend on whether the major compo-
nent is hydrogenous or deuterated.

If the major component is deuterated (matrix), that is, the
species under study are hydrogenous, then the intensity reads
after subsequent rescaling by transmission and thickness:

Ih(q) =
1

K
[Is(q) − Iinc − (1 − Cp) × Id(q)] (4.49)

where Is(q) is the sample’s normalized intensity, Id(q) the
deuterated matrix normalized intensity, Iinc the incoherent
intensity scattered by the hydrogenous species, Cp the
concentration of hydrogenous species, and K is the contrast
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factor. Iinc is far from being negligible and is not so easy
to measure. Several methods exist, yet the best way is to
calculate it from an equation determined experimentally, as
has been achieved by Fazel et al. for polymers [37].

Now, if the major component is hydrogenous (hydroge-
nous matrix), and therefore deuterated species are the labeled
species, then subtraction is subtler. If the hydrogenous
sample displays a transmission value T, then 1−T fraction
of the neutrons flux is scattered incoherently over the entire
solid angle 4𝜋. So the incoherent intensity per unit angle
is Iinc = (1− T)/4𝜋. As a result, the normalized intensity of
the deuterated species, Id(q), is derived from the normalized
intensity of the sample, Is(q), and the normalized, incoherent
intensity scattered by a hydrogenous matrix, Ih(q), through
the following equation:

Id(q) =
1

K

[
Is (q) − (1 − Cp) ×

(1 − Ts)
Ts

×
Th

(1 − Th)
× Ih(q)

]
(4.50)

where Ts and Th are the transmission of the sample and of the
hydrogenous matrix, respectively, and Cp is now the concen-
tration of deuterated species.

Other corrections taking into account the dynamics of the
detector that are useful in case of low-ratio signal/noise can
also be applied. Further details about data reduction can be
found in the book edited by Zemb and Lindner [38].

Note that intensity normalization is achieved by dividing
the spectra by the intensity scattered by a light water sam-
ple, whose incoherent scattering can be calculated and which
coherent scattering is negligible. This procedure, which also
allows for correction of detector efficiency, is carried out on
all samples prior to any background subtraction.

Another noticeable drawback is related to the perturbation
of the thermodynamic properties of the system when using
mixtures of hydrogenous and of deuterated materials. In some
cases, significant alterations of the properties are observed.
Benoit et al. have shown the effect of deuteriation on the
𝜃-temperature of polymer/solvent binary solutions [39].
Blends of hydrogenous and deuterated polystyrene will
exhibit demixing for molecular weights above 2× 106 [40]. In
the case of polyethylene, phase separation has been reported
in the crystallization process [41]. Therefore, one has to be
rather careful when using such mixtures.

X-ray photons interact only with the electronic clouds of
atoms. As a result, the contrast KX depends on the number
of electrons, and reads in the case of small-angle experiments
where relation 4.5 applies [42]:

KX =
NAe4

m2
p𝜇

2c4

(
Zp −

vp

vm
Zm

)2

(4.51)

where e and 𝜇 are the charge and the mass of one electron, c the
speed of light, Zp, vp and Zm, vm the number of electrons per
basic unit of species p and m, and their molar volumes, respec-
tively. NA is again Avogadro’s number and mo the molecular
weight of the basic constituent of the polymer object p.

The main disadvantage of X-ray over neutrons is the virtual
impossibility of studying the single chain behavior in bulk
systems or the difficulties in distinguishing one component
with respect to another. Indeed, in many instances the only
way to create enough contrast would be the use of heavier
atoms, which would result in a drastic alteration of both the
thermodynamic properties of the system and the molecular
structure.

Unlike neutrons, the incoherent background is much lower
and is usually negligible in the small-angle range. As a result,
in some cases the contrast can be high enough to yield a good
ratio signal/noise, as shown below. This has been recently
improved by using very narrow X-ray beams, which reduce
considerably the noise for the smallest angles. Once transmis-
sion corrections have been made, subtraction of the appropri-
ate background (solvent, for instance) can be performed.

Another current advantage is the possibility of performing
time-resolved experiments thanks to the high flux available at
synchrotron radiation facilities.

4.3.2 Experimental Setup

The production of X-rays and neutrons is not detailed here as
numerous monographs are available on the subject. This short
section is a reminder of how these particles are detected and
the signal processed.

A typical experimental setup used in most cases for both
radiations is shown in Figure 4.1. For neutrons produced
from a reactor, cold neutrons obtained by crossing a heavy
water tank then fly through a rotating drum possessing helical
grooves along its surface, whose effect is to select those
neutrons that have the desired speed, and correspondingly
the appropriate wavelength, to be capable to cross the drum
without being absorbed. With this technique, resolution is
about 10% (full width at half maximum, FWHM). For a small
angle, this resolution is good enough. For diffraction exper-
iments, far better resolutions must be achieved. Wavelength
selection is obtained by reflection onto a crystal positioned
at a Bragg angle with respect to the incident beam, which
provides FWHM of about 1% (details can be found in [43]).
Other facilities, such as spallation sources, work on another
principle. Neutrons are produced by a proton beam hitting
a target made up with depleted uranium or tantalum. The
resulting neutrons possess a wide wavelength distribution.
The data collected onto the 2D detector are then analyzed by
a time-of-flight procedure, namely, a given cell of the detector
may correspond to different values of q.

X-ray photons, produced by rotating anodes or by syn-
chrotron radiation, are focused by means of bending mirrors
and monochromated by means of a crystal oriented in such a
way as to fulfill Bragg conditions. The monochromatic parti-
cles, after being scattered by the sample, are collected onto a
two-dimensional detector. In the case of X-ray, the detector
consists of a pixelated CMOS readout circuit connected to a
semiconductor sensor. The photoelectric charge created by
the absorption of an X-ray photon in the sensor is detected by
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Sample

Scattered beam

Direct beam

2D detector

X-ray or neutrons

q

θ

Figure 4.1 Schematic representation of a scattering experimental
setup with data collection on a 2D detector.

the pixel closest to the absorption point. A map of the counted
X-ray photons is thus obtained (details can be found in [44]).

In the case of neutrons, the detector is a proportional
counter consisting of a container filled with 3He gas and an
array of wires. When neutrons hit 3He atoms, electrons are
released and their positions are detected by the array of wires,
which gives both the position of the scattered neutrons and
their number [16].

The signal processing differs depending on whether
isotropic or oriented systems are investigated. For isotropic
systems, all the cells located on the same circle correspond to
the same value of q and their intensities are simply summed.
For anisotropic systems, specific areas of the detector can be
selected so as to determine the intensity for a given orientation
of the sample. Currently, the lowest accessible values of q are
about q≈ 5× 10−3 nm−1, which corresponds to objects of size
lower than 200 nm.

4.4 TYPICAL RESULTS

A few examples of the recent results gained by X-ray and neu-
tron scattering/diffraction are detailed in this section. These

examples are solely intended for illustrating the potentialities
of both techniques, but are in no way a review of the many
experiments reported so far, especially those on large-scale
facilities. Most of the cases discussed here are taken from
results published by the author of this chapter.

Important enough to be mentioned here is the way scientists
plot their scattering data. Unless diffraction peaks occur, vir-
tually nobody can plot data by means of I(q) versus q, as this
representation does not provide useful information. Depending
on the types of systems under study, two main ways of plotting
data are log I(q) versus log q and/or qnI(q) versus q with n= 1,
2, 4 in most cases (referred to as Kratky plot). The first repre-
sentation is often used with systems possessing fractal dimen-
sions, for which I(q)∼ q𝜈 , while the second case is used for
more complex situations such as cylinders. Other types of plots
are also worth mentioning such as I−1(q) versus q2 (Zimm plot)
for determining radii of gyration or log qI(q) versus q2 (Porod
plot) for determining cross-section radii of oblong objects.

4.4.1 Neutrons Experiments: A Contrast
Variation Story

4.4.1.1 The “single-chain” Investigation The very first
advantage of neutrons is beyond doubt the possibility of inves-
tigating the chain conformation in a concentrated state. A few
labeled chains randomly dispersed stand in a dilute situation
so that the effect of the intermolecular term Q(q) (relation
4.6) can be either determined or got rid of [16]. Undoubtedly,
neutron scattering is the only technique permitting such
investigations (see Fig. 4.2 for a schematic illustration).

Significant breakthroughs have been obtained by the
collaborative group between Saclay (L. Brillouin Laboratory)
and Strasbourg (C. Sadron Institute) for determining the chain
conformation in the polymer bulk state [9]. These scientists
were then able to confirm the assumption by Flory that the
chains should be described by a Gaussian statistics under

Solvent A Solvent B

(a)

(b)

Figure 4.2 (a) Labeled chains (black) are here sufficiently spaced so as to consider a “single-chain” behavior provided the q-range explored
is larger than d−1, where d is the diameter of a sphere encompassing the chain (dotted line here). (b) Case where two structures are present
with differing labeling. By using an appropriate solvent, only the coherent scattering of one structure is observed (contrast matching).
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8

C/I(q) (a.u.)
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q2+ kC

Figure 4.3 A typical Zimm plot obtained on 1%, 2%, and 3%
of labeled chain in a gel of total polymer concentration 15%
(iPS/trans-decalin gels). Extrapolation to C= 0 (radius of gyration)
and q= 0 (second virial coefficient) are shown. Replotted from [49].

these conditions. To be sure, these experiments triggered the
interest toward neutron scattering in the polymer community.
Investigations of the chain trajectory in semicrystalline
polymers followed, with the aim of testing whether chain
folding proceeded in crystalline lamellae via adjacent reentry
or simply at random [12, 13, 45, 46]. Very few reliable results
were obtained in this case, particularly for polyethylene due
to isotopic segregation. Significant results were obtained for
isotactic polystyrene, which have shown that adjacent reentry
was the main effect yet its amount depends very much on the
crystallization conditions [47, 48].

Similarly, the chain trajectory in thermoreversible gel
of isotactic polystyrene (iPS) has been determined. Zimm
plots can be obtained (Fig. 4.3) that, after the usual proper
extrapolation both to C= 0 and q= 0, have given values of
radii of gyration Rg about twice larger than its value in the
polymer bulk state [49].

A study in the range qRg > 1 does reveal a wormlike
chain behavior (relations 4.18 and 4.19) consistent with a
persistence length of about 4 nm as obtained after a theoretical
fit (Fig. 4.4). Chains in iPS thermoreversible gels are thus
locally extended with a persistence length about 4 times larger
than in their usual random state, but are otherwise Brownian
over large distances. Interestingly, it was also shown that this
conformation did not vanish at the gel melting temperature.
Guenet et al. concluded that chains are too rigid locally to
allow for folding, this process requiring a persistence length of
about 1 nm, and the only way to organize is then to “bunch,”
which results in the formation of fibrillar structures instead of
lamellae [50].

Clearly, only neutrons could provide one with such a result,
which gave the key for understanding why iPS forms a gel in
some solvents rather than the usual chain-folded crystals.

Similar results [51] were obtained with syndiotactic
polystyrene (sPS) solutions prior to gelation (Fig. 4.5). A
persistence length of about lp = 9 nm was derived from a
fit with Yamakawa pseudoanalytical approach. The broader
q-range explored with respect to iPS experiments allowed one
to fit the departure from linearity with Equation 4.22, which
yielded a cross-section radius, rH = 0.62± 0.1 nm, and a mass
per unit length, 𝜇L = 530 g/nm mol, values consistent with

0
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10
q2l(q)

q (nm−1)

Figure 4.4 Kratky plot (q2I(q) vs q) for 1% labeled chains in a
15% iPS gel prepared in trans-decalin (open circle), and in the same
system after gel melting (filled circle). The full line is a fit with
Yamakawa’s pseudoanalytical scattering curve. Replotted from [50].
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Figure 4.5 Scattering curve plotted by means of a Kratky plot for
syndiotactic polystyrene in the SOL state. The fit is achieved with
Yamakawa’s pseudoanalytical equations and by considering a finite
chain cross section, hence the departure from a linear variation at
large q. Here, lp = 9 nm and rH = 0.62± 0.1 nm. Replotted from [50].

the 21 helical form observed in the gel state for this polymer.
This means that the chains are again locally rigid and already
possess a conformation in solutions close to the helical form
they will have in the gel state. As has been proposed earlier
for iPS gels, this is a clear indication of the involvement of
the solvent in the helical for stabilization process.

Another field where neutron scattering has provided
scientists with valuable information concerns semicrystalline
polymers. More specifically, one has attempted to determine
the chain trajectory in lamellae either located in spherulites or
under the form of single crystals in order to find out the extent
of adjacent chain folding, which was a matter of controversy
in the 1970s. Earlier investigations with polyethylene proved
to be mainly unsuccessful due to a strong isotopic segre-
gation [46]. It turned out that this segregation phenomenon
was chiefly due to the differing degrees of branching of the
hydrogenous and the deuterated samples [45]. Experiments on
isotactic polystyrene were more successful as this segregation
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Figure 4.6 (a) Scattering curve obtained on iPS single crystals grown from a dilute solution where 1% of the iPS chains are deuterium
labeled. (b) A sketch of regularly folded chain in a single crystal with the equivalent slab (dotted lines). Replotted from [13].

effect was absent. Basically, it has been shown that the amount
of adjacent folding depends on the relaxation time of the
chains versus the crystal growth rate. When chains have time to
rearrange before being frozen in by the crystal growth front, a
large amount of adjacent chain folding occurs, and vice versa.

The case of chains in iPS single crystals, where a few
chains are deuterated, is presented here as an example of
slab scattering (Fig. 4.6). Indeed, two regimes can be clearly
indentified: a 1/q regime followed by a 1/q2 regime, which
corresponds to the behavior described by Equations 4.40 and
4.41 [13, 52]. This is so because regular adjacent folding pro-
duces a conformation that can be regarded as a slab provided
qdf < 1, where df is the distance between two adjacent stems
(see inset in Fig. 4.6).

4.4.1.2 Systems Involving Three Labeled Components
Some systems that are partially labeled may show differing
scattering curves whether deuterated or hydrogenous solvents,
or a mixture of them are used. A typical example is given by
a polyelectrolyte/surfactant complex (Fig. 4.7).

These complexes form in some solvents and are highly
stable. One can then prepare a complex where the polymer
chain is deuterated, while the surfactant is hydrogenous.
In Figure 4.8 are shown the scattering curve of an iPSD/
CTABH complex in deuterated n-butanol and hydrogenous
n-butanol [53]. The scattering curve for iPSD/CTABH/
n-butanolD can be clearly fitted with an oblong cylinder
(Eq. 4.22). Although the structure is rather reminiscent of a
bottle brush by virtue of a helical arrangement of the polymer
together with the CTAB moiety pointing outward, the fit with
Equation 4.22 is relevant as cylinders and helices scatter the
same at this level of resolution [29]. Thus, one can define an
internal radius (the polymer chain) and an external radius (the
CTAB molecules pointing outward). Actually, the authors
of this investigation chose a more sophisticated model by
contemplating a structure with three radii as they considered
that a helix of the hollow type could not be discarded.

Schematically, linear behavior typical of this structure can
be observed at small q followed by one oscillation at larger
q for the iPSD/CTABH/n-butanolD system. Conversely, the
curve for iPSD/CTABH/n-butanolH is utterly different just by

n

SO3
–

+

γrh

rh

(a) (b) (c)

Figure 4.7 (a) Chemical structure of polystyrene sulfonate and its
interaction with CTAB. (b) The bottle-brush structure. (c) The cross
section of the bottle-brush structure, where rh is the outside radius
including the tails of the surfactant molecules pointing outward, and
𝛾rh the inner radius corresponding to the chain core.
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Figure 4.8 Scattering curves for iPSD/CTABH/n-butanolD (filled
circle), and iPSD/CTABH/n-butanolH (open circle). Linear domains
are highlighted with solid lines. Replotted from [53].

altering the solvent labeling. In iPSD/CTABH/n-butanolD, the
solution’s departure from linearity occurs through a decrease
in the scattering curve, while the reverse situation is seen for
iPSD/CTABH/n-butanolH. These outcomes illustrate perfectly
the occurrence of an apparent negative mean square radius
due to a contrast effect as is highlighted by Equation 4.38.
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Solvent H Solvent D

(a) (b) (c)

Figure 4.9 (a) A nanocomposite material made up with two con-
centric cylinders of different scattering amplitudes (schematized by
“gray” or “black” colors). In a “black” solvent (b) the cylinder is of
the hollow cylinder type, while in a “gray” solvent (c) it is of the solid
cylinder type.

Toying with the solvent labeling can also be interest for
determining the structure of the different components in
a nanocomposite material. As a result, one can match the
coherent intensity of one component, making it “invisible” to
neutrons while keeping the other component “visible” as is
highlighted in relation 4.9. Nanomaterials involving fibrillar
thermoreversible gels, where one component stands for the
core and the other component encapsulates or sheathes this
core, are typical examples of such a situation (see Fig. 4.9).
Here, two cases are described.

In one case, gel bicopper complex filaments shown in
Figure 4.10 are encapsulated within those fibrils of a polymer
thermoreversible gel. These filaments form in organic solu-
tions through the piling of bicopper complex molecules in one
dimension [54], and so contain only one molecule per filament
cross section (Fig. 4.10). The process to achieve this type
of encapsulated structure is the heterogeneous nucleation of
polymer fibrils by bicopper complex filaments. The encapsula-
tion is carried out in a common solvent to the polymer and the
bicopper complex, namely, trans-decalin in the case studied.
The filaments grow at temperatures above the gelation thresh-
old of the polymer, and so act as heterogeneous nuclei [55].

The neutron scattering experiments were performed with
deuterated polymer sample (deuterated isotactic polystyrene),
a hydrogenous bicopper complex. Whether one expects to
“see” the polymer conformation or the bicopper complex
structure, highly hydrogenous solvent (92% hydrogenous
trans-decalin + 8% deuterated trans-decalin) was used to
match the coherent signal of the bicopper complex, or highly
deuterated solvent (91% deuterated trans-decalin + 9%
hydrogenous trans-decalin) to match the coherent signal of
the polymer. The results reported in Figure 4.11 show the two
different curves obtained while altering the solvent labeling.
When only the bicopper complex is “seen,” the scattering
curve is identical to that observed for only the filaments.
The mass per unit length and the cross-section radius are
the same within experimental uncertainties. When only the
polymer is “seen,” the scattering curve can be interpreted
with a model where 4 polymer chains stand around a hole
whose dimensions correspond to the diameter of the bicopper
filaments. The corresponding equation is [55]:

q2I(q) = 𝜋𝜇LCpq ×
4J2

1(qrH)

q2r2
H

×
[
1 + exp

(
−q2l2o

)
+ 2 exp(−q2l2o∕2)

]
(4.52)

where the part in brackets corresponds to the positioning of
the polymer chains spaced by a mean distance lo, while the
left terms correspond to cylinder scattering.

These results are clearly consistent with filaments encapsu-
lated within polymer fibrils, which could be only demonstrated
directly by neutron scattering thanks to the contrast variation.

In the second case, a reverse situation occurs as self-
assembled nanotubules sheathe gel fibrils. These nanotubules
are produced from the molecules shown in Figure 4.12 (named
BHPB-10 for short) when the ribbons they form eventually
warp with a “pitch” of about 150 nm [57]. The warping
process [56] is clearly seen from the atomic force microscopy
(AFM) picture (Fig. 4.12). Neutron scattering allows one to
demonstrate beyond doubt these are hollow cylinders by using
relation 4.27 (Fig. 4.12). The inner (rin = 9.44 nm) and outer

1-D
Self-assembling

300
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0

0.0 0.5 1.0 1.5 2.0 2.5
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q2lA(q)

(c)(b)(a)

Figure 4.10 Filaments (b) obtained by the piling in one dimension of a bicopper complex (a). Gray balls= copper atoms, each surrounded
by four oxygens, black balls= carbon atoms. (c) Scattering curve for organic solutions of these filaments with a fit by Equation 4.22 with
rh = 0.4 nm and 𝜇L = 1515± 160 g/mol nm. Replotted from [54].
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Figure 4.11 Kratky plot for iPS/CuS8/trans-decalin systems.
(filled circle)= iPSD/CuS8/solventD; (open circle)= iPSD/CuS8/
solventH (see text for details). The full lines fit with Equation 4.51.
Replotted from [55].

(rout = 12.75 nm) radii of these nanotubules are determined
with great precision thanks to the many oscillations observed.
Radius polydispersity is therefore extremely low; otherwise,
a rapid damping of these oscillations would be noticed.

In order to prove that the sheathing of polymer fibrils (from
isotactic polystyrene gels) has occurred, neutron scattering
is again the appropriate tool. Whether one investigates
ternary systems with different labeled species, namely,
iPSD/BHPB-10H/trans-decalinD and iPSH/BHPB-10H/trans-
decalinD, the scattering curves differ markedly (Fig. 4.13). In
particular, when only the BHPB-10 is “visible,” one observes
oscillations, and the scattering curve is identical with that
recorded in the binary system BHPB-10H/trans-decalinD.
When both the polymer and the BHPB-10 molecules are
“visible,” these oscillations have vanished [56].

This can be accounted for by examining the cartoons in the
inset of Figure 4.13. The observation of oscillations when only
BHPB-10 molecules are “visible” clearly means that the hol-
low cylinder structure is there. Yet, there are two issues: either
nanotubules do sheathe the fibrils or they just stand outside in
the fibrils’ surrounding phase. The fact that oscillations vanish
when both systems are hydrogenous, and therefore both “visi-
ble,” proves that they do sheathe the fibrils, but only those for
which the cross section is in register with the inner diameter
of the nanotubules. Under these conditions, the object sheath-
ing nanotubule+ fibril cannot be distinguished from any other
fibrils; they are all solid cylinders. Because there is a large
cross-section polydispersity of the fibrils, oscillations are sim-
ply damped. Equations 4.31 and 4.33 are thus characterizing
the system. If those nanotubules were in the fibrils’ environ-
ment but without sheathing any of them, then they would still
scatter as they do in binary systems so that oscillations would
be again detected.

4.4.1.3 Neutron Diffraction As is said above, neutron
diffraction experiments can be used as a complementary
technique to X-ray diffraction for the determination of
crystallographic structures. It is particularly useful for distin-
guishing between “anhydrous” crystals and solvated crystals.
The technique is of great interest in the case of polymers that
contain many hydrogen atoms that can be precisely positioned
in the crystalline lattice by using deuterated species. It has
been used in the case of polymer-solvent molecular com-
pounds. The difference in the diffraction profile of a sample
whether one uses differing labeled species allows one to draw
relevant conclusions as to the existence or not of solvated
crystals. In Figure 4.14, two case studies are displayed.
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Figure 4.12 (a) Structure of BHPB-10, and cartoon of how the nanotubules are formed through ribbon warping. (b) AFM picture of the
nanotubules. (c) Neutron scattering curve of nanotubules formed in 1% trans-decalin solutions; dotted line=fit by means of Equation 4.27
with rhc = 12.8 nm and 𝛾 = 0.74. Curve replotted from [56].
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Figure 4.13 Scattering curves for iPSD/BHPB-10H/trans-decalinD

(filled circle) (case corresponding to the left cartoons); iPSH/
BHPB-10H/trans-decalinD (open circle) corresponding to the right
cartoon. Curve replotted from [56].

Figure 4.14 shows the diffraction on assemblies of
spherulites prepared from a solution of deuterated syndio-
tactic polystyrene (sPSD) in hydrogenous trans-decalin and
deuterated trans-decalin. Syndiotactic polystyrene is here
under the 𝛽 form, that is, absence of crystal solvation. As
can be seen, the intensities of the peaks do not change with
respect to one another [58]. There is only a significant upturn
for sPSD/trans-decalinH due to scattering. This situation
corresponds to Equation 4.7. Conversely, the diffraction
patterns by gels prepared from solutions in toluene show
conspicuous differences [51]: peaks appear or disappear
whether one uses deuterated toluene or hydrogenous toluene
(in particular, those at q= 7.26 nm−1 and q= 9.5 nm−1). This
is due to crystal solvation, and here the pattern is consistent
with the 𝛿 form. This situation corresponds to Equation 4.1.

4.4.2 X-Ray Experiments: A Time-Resolved Story

X-ray scattering can be used in systems where the contrast
is not an insuperable issue. Under these conditions, the main

advantage of the technique is the possibility of performing
nowadays time-resolved experiments in large-scale facilities.
Otherwise, X-ray diffraction still remains the best technique
for studying crystalline arrangements in polymers.

Systems where the contrast is high enough are, for
example, gels of agarose in water or water/organic solvents.
Ramzi et al. have studied the gel structure for different
mixtures of aqueous solvents [59]. A typical example is given
in Figure 4.15. The scattering curve can be interpreted with
Equations 4.31 and 4.32. In both cases, in the intermediate
q-range (q< q*), the intensity can be fitted by considering a
cross-section distribution of the type w(r)∼ r−𝜆 with 𝜆= 1
with rmax = 7± 1 nm. Note that the intermediate behavior
extends over one decade for the water50/DMF50 sample. The
Porod domain (I(q)∼ 1/q4) is observable for water70/DMF30
samples, which yield rmin = 0.9± 0.1 from the value of
q* (q*= 2/𝜋rmin see relation 4.33). In the second case,
water50/DMF50, this behavior is absent. Yet, in both cases,
a strong upturn is seen at very large q. Ramzi et al. have
assumed that this upturn arises from pendent and/or free
chains that scatter as I(q)∼ 1/q2. Therefore, at larger q, this
signal obliterates the I(q)∼ 1/q4 signal scattered by the fibrils.

The nanotubules already described above represent a
typical system that can be studied by both X-ray and neutron
scattering (Fig. 4.16). Interestingly, the scattering curves
differ conspicuously at large q values [56]. As was stressed
in the introduction section, this is so because neutrons and
X-ray do not see matter the same way. In the X-ray scattering
curve, there is an additional term to that of the hollow
cylinder, which arises from the molecular arrangement of the
molecules in the nanotubules. This term exists because the
electron density is not uniform in the BHPB-10 molecule: it
is far higher in the vicinity of the benzene ring than anywhere
else. As a result, the contrast is high enough to produce a
diffraction peak. Conversely, as far as neutrons are concerned,
contrast is much uniform within the molecular arrangement,
and hence the absence of a diffraction peak. This may
further suggest that molecules pile up head-to-tail onto one
another, which eventually produces contrast uniformity. So
far the molecular arrangement remains unknown for these
nanotubules.
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Figure 4.14 (a) Diffraction patterns for sPSD/trans-decalinH and sPSD/trans-decalinD. sPS is here under the 𝛽 form, that is, a nonsolvated
form. Diffraction patterns for sPSD/TolueneH and sPSD/TolueneD. Here, sPS is under the 𝛿 form, a solvated form. Replotted from [58].
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Figure 4.15 Scattering curves for agarose/water/DMF gels at room
temperature. Cagarose = 5 g/L; (filled circle)= 70/30 (vol/vol), (open
circle)= 50/50 (vol/vol). See text for further explanations. Replotted
from [59].
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Figure 4.16 Scattering curves for 1% nanotubules in trans-decalin
by X-ray (open circe) and by neutrons (filled circle). The additional
term in X-ray scattering is highlighted by a dashed line and stands
for the molecular arrangement within the nanotubules. Replotted
from [56].

As emphasized in the above title, one of the main
interests in using X-ray scattering and/or diffraction on large-
scale facilities lies in the possibility of performing time-
resolved experiments. Coupling this with differential
scanning calorimetry (DSC) experiments, the latter being
always carried out at finite cooling or heating rate, allows one
to clearly identify the occurrence of phases and therefore to
confirm and/or complete the temperature-concentration phase
diagrams mapped out through this calorimetric technique.

Typical examples displayed in Figure 4.17 present diffrac-
tion patterns obtained at a heating rate of 2 ∘C/min for
syndiotactic polystyrene/diphenyl methane (sPS/DPM) in
two concentration domains for which different thermal events
occur [60]. This binary system is known to form intercalates,
namely, crystallosolvates arising from the intercalation of

161284

110 °C

60 °C

40 °C

80 °C

90 °C

100 °C

120 °C

200 °C

161284

q (nm−1) q (nm−1)

0.15 sPS/DMPH

110 °C

70 °C

60 °C

50 °C

40 °C

80 °C

90 °C

100 °C

0.43 sPS/DMPH

log I(q) (a.u.) log I(q) (a.u.)

(a) (b)

Figure 4.17 (a) Diffraction patterns obtained as a function of tem-
perature for a heating rate ∼2 ∘C/min. Polymer fractions as indicated.
(b) The arrow indicates the new phase formed between 80 and 100 ∘C.
Replotted from [60].
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Figure 4.18 Temperature–concentration phase diagram for sPS/
diphenyl methane. C1 and C2 stand for molecular compounds of dif-
fering stoichiometry; Ss and S

𝛽
for solid phases (the former crystal-

lized solvent, the latter to the 𝛽 form of sPS). C2 is the form evidenced
by X-ray diffraction and is most probably a mesophase of the nematic
type. Replotted from [60].

solvent molecules in the crystal lattice of sPS. It turns out
that Gibbs phase rules can be applied for mapping out the
temperature–concentration phase diagram of these systems
(Fig. 4.18).

Fulfilling these rules, particularly the variance rule which
states that a maximum of three phases can coexist in a binary
mixture at constant pressure, requires inventing an additional
phase domain in a relatively large concentration range yet in
a very narrow temperature range (designated as C2+Liq in
Fig. 4.18).



�

� �

�

REFERENCES 69

As is customary, the upper limit of this hypothetical phase
domain is highlighted with a dashed line. This expected phase
domain, hardly detectable by means of DSC experiments
chiefly because of the overlap of endotherms, appears in
the X-ray patterns by two distinctive peaks as shown in
Figure 4.17b. Conversely, the molecular compound occurring
in this phase domain is no longer present at lower concen-
tration, as shown by the diffraction pattern of Figure 4.17a,
where its characteristic peaks are absent.

Time-resolved diffraction is thus a precious tool not only for
determining molecular structures but also for investigating the
thermodynamic properties of semicrystalline polymer/solvent
binary systems.

4.5 CONCLUDING REMARKS

X-ray and neutron scattering techniques are highly important
tools in the field of materials science, especially for polymers,
thanks to their specificities as well as their nondestructive char-
acter. They give access to the meso and nanoscopic structures
while keeping them virtually unaltered.

When it comes to writing some concluding remarks, it
seems appropriate to emphasize their advantages while not
hiding their shortcomings and drawbacks.

Neutron scattering is undoubtedly a powerful technique in
polymer and colloid sciences thanks to the possibility of label-
ing a few molecules by means of deuteriation. This clearly
allows one to study one object (a chain, an aggregate, etc.)
dispersed amidst “brother” objects. This has been a decisive
breakthrough in the study of amorphous or semicrystalline
polymers. Also, the possibility of partial labeling has given
access to the structure of parts of complex systems such as
copolymers, nanocomposite materials, and the like.

The major drawback of this technique lies, however, in
the limited compatibility of hydrogenous and deuterated
“brother” objects. This can still be checked by carefully
measuring molecular weight whenever possible or detecting it
on the scattering curve. The thermodynamic properties, such
as 𝜃-temperatures, are also slightly altered, and these have to
be taken into account in interpreting the data.

X-ray scattering is just fine as long as global structures of
binary systems are investigated, provided some subsequent
electronic contrast exists. As has been shown, this is typically
the case of physical gels or phase-separated systems. Unlike
neutrons, no object can be “singled out” among “brother”
objects as labeling would require the use of heavy atoms,
which in turn would totally modify the system. Conversely,
the currently most interesting advantage is the opportunity of
carrying out time-resolved experiments, at least in large-scale
facilities, and thereby studying the evolution of the structures
under formation.3

3Actually, time-resolved experiments can be achieved by neutron scattering at
ILL for short sample-detector distances (D11 and D22).

One of the shortcomings of both techniques is the need
for theoretical models to interpret the data, particularly when
one is dealing with monotonously decreasing intensities. Two
differing structures may have close scattering curves. For
instance, flat cylinders or Gaussian chains possess scattering
functions of the type 1/q2. The choice of the model therefore
depends very much on other pieces of information gathered
by other techniques. It is always recommended to cross-check
conclusions drawn from these techniques with those derived
from other techniques, even destructive techniques such as
AFM, electron microscopy, and so on,
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In this chapter, the basics of differential scanning calorime-
try (DSC) analysis and its correlation to polymer morphology
for semicrystalline polymeric materials are presented. After a
brief review of fundamental concepts, the utility of the tech-
nique is illustrated by a series of practical applications.

5.1 INTRODUCTION TO DIFFERENTIAL
SCANNING CALORIMETRY. BASIC PRINCIPLES
AND TYPES OF DSC EQUIPMENT

The differential scanning calorimetry (DSC) technique is
probably the most widely used thermal analysis technique
in polymer science. It determines in a quantitative way the
amount of heat absorbed or evolved by a sample as compared
to a reference during a specific thermal transition (which
could be a first-order or second-order transition). The changes
experienced by the thermal properties of the samples can be
determined isothermally as a function of time or at a constant
heating or cooling rate as a function of temperature [1, 2].

Figure 5.1 shows a schematic that represents the two
basic types of DSC. In Figure 5.1a a power compensation
equipment is represented. It consists of two separate adiabatic
ovens where the sample and the reference are placed within
aluminum pans. The typical reference material is air (i.e., an
empty pan). Each oven is equiped with a resistance and a
thermocouple. Power is supplied to both ovens at the same
time, so that the temperature is increased linearly with time.

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

The thermocouples are employed to monitor the tempera-
tures. The equipment operates by keeping the difference in
temperature between the sample and the reference always at
zero. This is done by compensating the power supplied to the
sample whenever it undergoes a phase change or a thermal
transition that requires either more or less power (when heat is
absorbed or released from the sample). In this way, this power
compensation is determined, which is directly proportional
to the amount of heat that was transfered to the sample.
Figure 5.1c shows a photograph of a cross section of a typical
power compensation cell, and the left oven was sectioned for
illustration purposes.

Figure 5.1b shows the configuration of a heat flux DSC.
In this case, both pans, containing the reference and the sam-
ple, are placed inside a single oven and the temperatures are
carefully determined as power is supplied to produce a linear
temperature increase of a desired constant heating rate. The
temperature difference generated whenever a thermal transi-
tion takes place in the sample is proportional to the heat trans-
ferred to or from the sample [1].

In both cases, suitable calibration and operation allowed
calorimetric quantities to be measured, such as heat capacity
or a quantity proportional to the heat capacity [1].

Top-notch power compensation calorimeters can be very
sensitive and are an excellent tool for academic studies.
However, they can be noisy, not so easy to calibrate, and
frequently present baseline stability problems. Heat flux
calorimeters tend to be more robust, with better baseline
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(a) (b)

(c)

Figure 5.1 Schematic representation of the basic types of DSC equipments: (a) power compensation DSC, (b) heat flux DSC, (c) photograph
of transversal cut of a Perkin Elmer® cell for a DSC 7 calorimeter.

TABLE 5.1 Typical Applications of DSC [28]

Melting Ranges Release of Strains

Rates of crystallization and
reaction

Purity determination

Degree of crystallinity Quality control
Glass-transition phenomena Phase diagrams
Heat capacity Thermal and oxidative stability
Enthalpy of transitions Hazards evaluation
Identification Mesophase transitions
Thermal conductivity Nucleation phenomena
Analysis of copolymers and

blends
Catalysis

stability, and the simplest models can be suitable for quality
control routine operations. The most sophisticated models can
match the sensitivity of the power compensation calorimeters.

A great effort has been recently made to build faster
calorimeters [3–13]. They can perform analysis at heating or
cooling rates that range from 500 to 30,000 ∘C/min. The faster
end of the heating/cooling rate range has been achieved with
the so-called fast chip calorimeters [14]. In these devices, the
measuring cell is a chip where the sample is placed directly
on its surface. To avoid heat transfer problems, the mass has
to be reduced to the micrograms or even the picograms range.
More details can be found in several recent publications by
the group of Schick (see Refs [14–27]).

DSC has many diverse applications for polymeric materi-
als, some of which are summarized in Table 5.1.

In this chapter, we concentrate on the following appli-
cations that are important for the study of polymer thermal
properties, nucleation, and crystallization and their relation-
ship with morphology:

• Standard tests. These are the most fundamental DSC
tests performed by heating or cooling samples at a
constant rate. These tests must be performed to have
an idea of the basic thermal transitions of the samples
under study.

• Self-nucleation (SN) tests. In these specialized tests, the
self-nucleation of a semicrystalline polymer can be stud-
ied. Also, with its results, the efficiency of nucleating
agents (NAs) or fillers can be quantitatively determined.

• Thermal fractionation by successive self-nucleation
and annealing (SSA) technique. Amongst the ther-
mal fractionation methods, the SSA technique is the
most efficient and sensitive. It is mostly employed
for ethylene/𝛼-olefin copolymers in order to evaluate
in a quick way their short-chain branching (SCB)
distribution. However, it can be employed to analyze the
effect that any defect along the chain can produce in the
distribution of linear crystallizable sequences.

Another important application for DSC is in isothermal
tests. They are performed at constant temperature and are
useful to determine overall crystallization kinetics, but can
also be used to determine curing kinetics or monitoring
isothermal polymerization. Chapter 11 details the use of DSC
in isothermal mode, so it is not treated in this chapter.
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5.2 DETECTION OF FIRST-ORDER AND
SECOND-ORDER TRANSITIONS BY DSC.
APPLICATIONS OF STANDARD DSC EXPERIMENTS
TO THE DETERMINATION OF THE GLASS
TRANSITION TEMPERATURE AND THE MELTING
TEMPERATURE OF POLYMERIC MATERIALS

Standard DSC tests at constant scanning rates can be
employed to extract the following data from amorphous or
semicrystalline polymers:

1. Glass transition temperature (Tg);
2. Crystallization temperature (Tc);
3. Melting temperature (Tm);
4. Latent heat of fusion or enthalpy of fusion (ΔHf);
5. Latent heat of crystallization or crystallization enthalpy

(ΔHc);
6. Crystallinity degree (Xc).

In order to understand the origin of the transitions detected
by DSC, it is useful to understand the differences between first-
and second-order transitions.

Phase transitions are generally classified by the criteria
developed by Ehrenfest. It is considered that first-order
transitions are those at which the free energy as a function of a
given state variable (volume (V), pressure (p), and temperature
(T)) is continuous, while the first derivative is discontinuous
or steplike. First-order thermodynamic quantities are those
that can be expressed as the first derivative of Gibbs free
energy, such as (

𝜕G
𝜕T

)
p
= −S (5.1)(

𝜕G
𝜕T

)
T
= V (5.2)

⎛⎜⎜⎜⎝
𝜕

(
G
T

)
𝜕

(
1
T

)⎞⎟⎟⎟⎠p

= H (5.3)

Hence, the entropy (S), the volume (V), and the enthalpy
(H) are all first-order thermodynamic quantities. If a first-order
thermodynamic quantity is monitored as a function of tem-
perature, such quantities experience a discontinuity or jump
whenever a first-order transition is encountered, such as melt-
ing or freezing (see Fig. 5.2b).

Second-order thermodynamic quantities are those that can
be expressed as a second derivative of free energy, such as

𝜕

𝜕T

⎡⎢⎢⎢⎣
𝜕

(
G
T

)
𝜕

(
1
T

)⎤⎥⎥⎥⎦p

=
(
𝜕H
𝜕T

)
p
= Cp (5.4)

where Cp is the heat capacity of a sample at constant pressure.
In fact, the aim of any quantitative calorimetry experiment
performed at constant pressure is to obtain the differential
amount of heat dQ required to increment the temperature of the
sample by a differential amount dT, which can be expressed as

Cp = dQ
dT

=
(
𝜕H
𝜕T

)
p

(5.5)

During a first-order transition, like crystallization or melt-
ing, the heat capacity (a second-order quantity) will experience
a peak. These are the peaks that can be seen when standard
DSC scans are performed (Fig. 5.3b). The area under such
endothermic or exothermic peaks will then be the associated
enthalpy change with melting or crystallization.

A second-order thermodynamic transition is a transition
that experiences only a change in slope whenever a first-order
quantity is being monitored as a function of temperature (see
Fig. 5.2a). On the other hand, when a second-order quantity
like Cp is being monitored as a function of temperature like
in a DSC run, a step or discontinuity will be visible at the
second-order transition. The glass transition temperature
(Tg) behaves like a second-order transition in this sense
(as shown in Fig. 5.3a). However, it has a kinetic nature,
because the exact value of the Tg depends on the rate at
which it is measured. Therefore, it cannot be considered a

Tg
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Figure 5.2 Schematic representation of monitoring volume as a function of temperature during (a) a second-order transition and (b) a
first-order transition. Hiemenz [29]. Reproduced with permission of Taylor and Francis.
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Figure 5.3 Schematic representation of thermal transition
characteristic values: (a) determination of characteristic glass
transition temperatures, (b) determination of characteristic melting
and crystallization temperatures.

true thermodynamic transition, but a pseudothermodynamic
second-order transition.

As is well known, the thermal transitions like Tg, Tc, or Tm
do not occur at a single temperature but at a temperature range.
Therefore, certain criteria had to be applied to determine these
transitions and report a single average or meaningful value.
One possibility is to follow the ASTM D3418 standard, whose
guidelines are illustrated in Figure 5.3.

Figure 5.3a illustrates a material undergoing its glass tran-
sition, as an endothermal step, as the temperature is increased.
The Tg can be expressed as the onset, midpoint, or end value
of the temperature range involved in the transition. One of
the values most frequently used is the midpoint value. The
scanning rate should always be reported when values of Tg
are given.

Figure 5.3b shows cooling and heating scans where a sam-
ple is undergoing crystallization and melting. The values most

frequently employed as characteristic temperatures represent-
ing Tc and Tm are the peak values.

5.3 SELF-NUCLEATION

Self-nucleation is a technique to produce self-seeds or
self-nuclei within a polymer melt, so that its nucleation can
be greatly enhanced. In principle, the best nucleating agent
for any polymer should be its own crystallographically ideal
crystal fragments or chain segments with a residual crystal
memory [30–33].

The self-nucleation (SN) technique was originally applied
by Keller et al. [32] to create in a controlled fashion single
crystals from solution. Fillon et al. devised a thermal protocol
to induce and study self-nucleation by DSC [30].

The SN procedure is schematically shown in Figure 5.4 and
can be described as follows [30, 33]:

(a) Erasure of previous thermal history and crystalline
memory. The sample is kept in the melt for 3 min at a
high enough temperature (typically, 25–30 ∘C above
its peak melting temperature). All thermally sensitive
nuclei must be destroyed in this first step, leaving
only temperature-resistant heterogeneous nuclei of
unknown nature (catalyst residues, impurities, or any
other heterogeneities).

(b) Creation of the initial “standard” semicrystalline state.
The sample is cooled from the melt at a constant rate
(typically, 10 ∘C/min) down to a minimum temperature
that should be low enough to allow the sample to crys-
tallize until saturation. The peak crystallization temper-
ature recorded during this cooling scan is the “standard”
crystallization temperature (or standard Tc), because it is
a function of the density of thermally stable nuclei of the
sample. The sample is held at the minimum temperature
for 3 min.

(c) Thermal conditioning at a specific temperature (where
the sample could melt, self-nucleate, or self-nucleate and
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Figure 5.4 Schematic representation of a self-nucleation treatment.
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anneal depending on the temperature). The sample is
now heated at a constant rate (the same rate employed
in step (b)) from the chosen minimum temperature up
to a selected self-seeding or self-nucleation temperature
(commonly denoted as Ts), and then the sample is held
at this Ts temperature for 5 min.

(d) Subsequent cooling at a constant rate from Ts down to
the minimum temperature chosen in step (b).

(e) Final melting. Subsequent heating at a constant rate
(once again, it is recommended to use the same rate
as in steps (b) through (d), i.e., 10 ∘C/min) from the
minimum temperature chosen in (b) up to the maximum
melting temperature established in step (a).

The most important parameters during SN are (i) the heat-
ing and cooling rates employed, (ii) the Ts temperature, and
(iii) the time spent at Ts.

Figure 5.5 presents the self-nucleation behavior of an iso-
tactic polypropylene (PP). Figure 5.5a shows the cooling runs
after thermal conditioning at the indicated Ts temperatures and
Figure 5.5b shows the subsequent heating scans.

Fillon et al. [30] have defined the so-called domains of
self-nucleation for isotactic polypropylene (PP) and we will
follow their definitions:

Domain I (complete melting domain). The polymer is
under Domain I when complete melting occurs and
the crystalline history of the material is completely
erased. For the PP employed in the example provided
in Figure 5.5, complete melting was found to persist
down to 169 ∘C, because no change was detected in the
peak crystallization temperature (Tc), as compared to

the standard crystallization temperature obtained with
a Ts temperature of 200 ∘C. The PP of Figure 5.5 is
under Domain I at any Ts temperature larger or equal
than 169 ∘C.

Domain II (exclusive self-nucleation domain). Ther-
mal conditioning at 168 ∘C for 5 min was able to
self-nucleate the PP, and Tc (the peak crystallization
temperature) was shifted to higher temperatures while
the subsequent melting (see Fig. 5.5b) did not reveal
any traces of annealing. This is the characteristic
behavior of Domain II or exclusive self-nucleation
domain. The exact nature of the self-seeds that are
causing self-nucleation is controversial. According to
Fillon et al. [30] the temperature in Domain II is high
enough to melt almost all of the polymer crystals, but
low enough to leave “small” crystal fragments that can
act as self-nuclei. This is probably true for the lowest
temperatures of Domain II (i.e., 166 ∘C). Lorenzo et al.
have also considered another possibility to explain the
increase in nucleation density detected within the higher
temperature range of Domain II. They argue that 5 min
at those high Ts temperatures are not enough to erase
the crystalline memory of PP or to relax the residual
segmental orientation in the melt that can remain just
after melting occurs. In fact, the actual presence of
crystal remains is not needed to produce self-nucleation,
as demonstrated in the work of Lorenzo et al. [31].

Regardless of the origin of the self-seeds, the experi-
mental fact remains that when the sample is within
Domain II, an increase in nucleation density is obtained
as indicated by the increase in Tc. This increase in
nucleation density can be exponential for polymers
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Figure 5.5 (a) DSC cooling scans (at 10 ∘C/min) for PP after 5 min at the indicated Ts. (b) Subsequent heating scans (at 10 ∘C/min) after the
cooling runs shown in (a). Lorenzo et al. [[31], Figure 1]. Reproduced with permission of John Wiley and Sons.
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with intrinsically low nucleation densities. In the case
of PP, as the Ts temperature decreases from 169 to
166 ∘C, the nucleation density approximately increases
from 106 nuclei/cm3 in Domain I to 1012 nuclei/cm3.
The nucleation density can change more than an order
of magnitude per degree in Domain II for PP [30].
Figure 5.5 shows that the minimum Ts temperature
within Domain II for the PP examined was 166 ∘C,
because the sample was self-nucleated without any
annealing. The minimum Ts temperature within Domain
II is defined as the “ideal self-nucleation temperature,”
because it is the temperature that causes the maximum
self-nucleation (maximum increase in Tc) without
producing any annealing.

Domain III (self-nucleation and annealing domain). When
the Ts temperature employed is too low, partial melting
is produced and the unmelted crystals can experience
annealing during the 5-min thermal conditioning at
Ts. In Figure 5.5, that at a Ts value of 165 ∘C, even
though the crystallization exotherm does not reveal any
unusual signs to indicate that the sample has crossed
over to Domain III, the subsequent melting endotherm
in Fig. 5.5b shows a small high-temperature sharp peak
that is due to the melting of the annealed crystals at that
Ts temperature. At a Ts value of 164 ∘C, the crystalliza-
tion exotherm exhibits almost immediate crystallization
upon cooling (in the form of a high-temperature tail),
which is also a revealing sign that the sample is in
Domain III.

Figure 5.6 provides a schematic diagram to illustrate
at a molecular level the different self-nucleation domains.

In Domain I, after the thermal conditioning at Ts, the
material melts completely and the chains adopt the random
coil conformation characteristic of the isotropic melt. In
Domain II, two possibilities have been considered. At the
high-temperature end of Domain II, the melt just retains some
residual segmental orientation that constitutes its crystalline
memory which allows the polymer to exhibit self-nucleation.
At the low-temperature end of Domain II, small crystal frag-
ments survive melting and constitute the self-seeds. Finally,
in Domain III, partial melting and annealing of unmolten
crystals coexist.

5.3.1 Quantification of the Nucleation Efficiency

Self-nucleation can be used as the basis of comparison to deter-
mine the nucleation power of additives, nanofillers, or nucleat-
ing agents. This is a very useful application in order to quantify
the efficiency of nucleation of a foreign additive into any poly-
mer. The idea was proposed by Fillon et al. [34]. The first step
would be to self-nucleate the polymer of interest, just like in
Figure 5.4, to determine its self-nucleation domains.

Employing the PP of Figure 5.5 as an example, the crys-
tallization temperature of PP under standard crystallization
conditions is determined, that is, Tc or the peak crystallization
temperature corresponding to Domain I (in Fig. 5.5a that
would be the peak Tc value corresponding to any cooling
scan at Ts values equal or larger than 169 ∘C). Then the ideal
self-nucleation temperature must be determined, as indicated
above. For the PP of Figure 5.5a such ideal Ts temperature
is 166 ∘C, or the minimum temperature within Domain II.
The peak crystallization temperature upon cooling from
the ideal self-nucleation Ts is then determined and labeled
Tc,Max, because this would be the maximum crystallization

Ts ϵ Dom I

Ts ϵ Dom II

Ts ϵ Dom III

Figure 5.6 Schematic molecular representation of the different self-nucleation domains.
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temperature of the self-nucleated sample (without any
annealing).

We now consider the case where an nucleating agent (NA)
is added to the polymer of interest. The sample should be
treated as the parent polymer without the additive and after
erasing its thermal history, a cooling scan from the melt
should reveal its peak crystallization temperature, which is
labeled Tc,NA. Then Equation 5.6 will yield the nucleation
efficiency (NE) in percentage [34]:

NE =
TC,NA − TC

TC,Max − TC
× 100 (5.6)

This equation represents a simple way to quantify the
nucleating action of an additive in relative terms to its
self-nucleation behavior.

5.4 THERMAL FRACTIONATION

The SCB distribution produced by copolymerization of ethy-
lene with 𝛼-olefins determines many of the polymer physical
and mechanical properties. The comonomer distribution can
be ascertained by temperature rising elution fractionation
(TREF). This technique produces separation by the elution
of fractions at increasingly rising temperatures of a given
polymer that has been previously crystallized from solution
on an inert support during multiple steps or very slow cooling
[35, 36]. Slow crystallization from solution favors molecular
segregation by SCB content and distribution with very limited
influence of molecular weight. Hence, the more linear chains
precipitate at higher temperatures, and those with higher
comonomer content will do so at lower temperatures [36, 37].
A related technique is CRYSTAF (crystallization analysis
fractionation) [35, 36]. CRYSTAF monitors the concentration
of the polymer in solution during the crystallization stage.
Therefore, analysis times in CRYSTAF are shorter but still
significant and both TREF and CRYSTAF employ solvents
and involve costly equipment investment. On the other hand,
thermal fractionation techniques that can be performed with
a DSC do not involve solvents, but the physical separation of
fractions is not possible.

Thermal fractionation employs a temperature routine
(either programmed step cooling or a series of heating and
cooling cycles) that is designed to produce a distribution
of lamellar crystals whose sizes reflect the distribution
of methyl sequence length (MSL) that are present in
the ethylene/𝛼-olefin copolymer [33]. The experiment is
performed in a conventional DSC.

Step crystallization (SC), where a programmed step cool-
ing is applied [33, 38–40], and SSA, where a series of heating
and cooling cycles are employed [33, 41–48], are the two
most frequently employed thermal fractionation techniques,
and their comparative advantages and shortcomings have been
reviewed [33]. The polymer chains are never physically sepa-
rated during thermal fractionation and therefore the technique
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Figure 5.7 SSA thermal protocol schematic representation. Cool-
ing and heating scans are performed at a constant scanning rate.

is sensitive to linear and uninterrupted chain sequences, that
is, MSL. This implies that thermal fractionation is performed
both intramolecularly and intermolecularly. The important
unit is the linear chain length in between branch points, or
the MSL.

Müller et al. designed and implemented SSA [33, 41, 42,
46–48]. After thermal conditioning of the sample, a final DSC
heating run reveals the distribution of melting points induced
by SSA as a result of the heterogeneous nature of the chain
structure of the polymer under analysis. SSA is performed at
substantially shorter times than SC and with better resolution
[33, 41–48].

Figure 5.7 shows a schematic representation of the thermal
protocol involved in SSA:

The first two steps are identical to the SN protocol described
above (Fig. 5.4)

(a) Erasure of previous thermal history and crystalline
memory.

(b) Creation of the initial “standard” semicrystalline state.

(c) The sample is heated at a constant rate (the same rate
employed in step (b)) from the lower temperature limit
to the ideal self-nucleation temperature that must be
determined in separate SN experiments. In Figure 5.7,
this first Ts temperature (which must be the ideal
self-nucleation temperature) is denoted as Ts1.

(d) The sample is held at the ideal Ts for 5 min. This
is the isothermal fractionation time and it should be
kept constant. The time of 5 min is usually enough to
get well-separated thermal fractions. This isothermal
treatment at Ts1 results in maximum self-nucleation
without annealing, because the sample is at the lowest
temperature of Domain II.

(e) Cooling from Ts1. When the sample is cooled at a
constant rate from Ts1 to the lower temperature limit,
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the polymer will crystallize, having been ideally
self-nucleated.

(f) The sample is heated at a constant rate (the same rate
employed in step (b)) from the lower temperature limit
to Ts2. The difference in temperature between Ts1 and
Ts2 is usually set at 5 ∘C. This is the fractionation win-
dow (ΔTf) because it determines the size of the thermal
fraction and it should be kept constant throughout the
SSA experiment. Ts2 is within Domain III, and hence
it will produce annealing of unmolten crystals and
self-nucleation of the molten polymer when the sample
is cooled down. This is how the first fraction will be
generated.

(g) Steps “e,” “f,” and “g” are repeated at progressively
lower Ts. The number of repetitions (cycles) can be
chosen to cover the entire melting range of the sample
with a “standard” thermal history or a shorter range.

(h) Final melting. The sample is heated at the chosen con-
stant rate up to the melt state. In this step, the fractiona-
tion will be revealed.

The effects of changing ΔTf, the fractionation time, and the
initial Ts have been previously discussed in the literature [33].

Figure 5.8 shows DSC heating scans before (Fig. 5.8a)
and after SSA fractionation (Fig. 5.8b) of two polyethy-
lene samples. A commercial ethylene/𝛼-olefin copolymer
denoted 11U4 is a linear low-density polyethylene (LLDPE)
synthesized by Ziegler–Natta-type catalysis and therefore
the material exhibits a bimodal distribution of melting
points (therefore of lamellar thicknesses) after SSA that
reflects its bimodal distribution of SCB [33, 41, 42]. On the

contrary, a model hydrogenated polybutadiene (HPB) exhibits
a monomodal distribution of SCB as expected from the
approximately random incorporation of 1, 2 units in the
polybutadiene precursor during anionic polymerization (see
more details about the samples in Ref. [46]).

The fractionated HPB by SSA shows a series of melting
peaks corresponding to the melting of crystallites with
different mean lamellar thickness formed and annealed at
each Ts. The SSA final DSC heating scan shows the effects
of the accumulation of seven self-nucleation and annealing
steps using Ts values ranging from 102 to 72 ∘C, every 5 ∘C.
Because 102 ∘C is the ideal self-nucleation temperature for
this HPB [33, 46], the thermal treatment at this Ts does
not cause any annealing. Therefore, only six steps of the
SSA procedure were able to produce annealing. Figure 5.8b
shows the six sharp melting peaks of HPB obtained after
SSA plus an additional broad melting peak (at around 65 ∘C)
corresponding to crystals formed during cooling from the
lowest Ts employed. The observed distribution of melting
peaks is unimodal and reflects the random distribution of 1,
2 units in the PB precursor, that is, the distribution of the
resulting ethyl branches along the polyethylene backbone.

For 11U4, 13 thermal cycles were applied starting from the
ideal self-nucleation temperature, that is, 124 ∘C. Therefore,
12 sharp meeting peaks are appreciated in Figure 5.8b corre-
sponding to those Ts temperatures that produced annealing and
thermal fractions.

SSA has been typically performed employing a constant
sample mass (approximately 10 mg) and various heating rates
(5, 10, and 20 ∘C/min) in previous works [41, 42]. However,
Pijpers et al. [3] introduced high-speed calorimetry concepts
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Figure 5.8 DSC heating scans (10 ∘C/min) for HPB and 11U4 before (a) and after (b) SSA fractionation. Lorenzo et al. [46]. Reproduced
with permission of John Wiley and Sons.
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Figure 5.9 Final heating scans after SSA fractionation of HPB per-
formed at the indicated rates and sample masses. At 50 ∘C/min, the
quality of the fractionation is still very good and the fractionation time
has been reduced to only 78 min. Lorenzo et al. [46]. Reproduced with
permission of John Wiley and Sons.

that were advantageously applied to thermal fractionation
experiments [33, 46, 47].

Following Pijpers et al.’s [3] recommendations, Müller
et al. [33, 46, 47] performed SSA at faster heating rates
while reducing sample mass. Figure 5.9 shows that SSA
can be performed employing rates as high as 50 ∘C/min (in
principle, much faster rates could be used with faster DSC
equipments) using a conventional PerkinElmer PyrisTM 1
DSC equipped with an intracooler device. The resolution at
high- and low-scanning rates is almost identical, according to
Figure 5.9, when the mass has been conveniently reduced to
avoid any superheating effects. A slight shift in the melting
point of each fraction to higher temperatures is noticeable,
although it is less than 1.1 ∘C when the scan rate is increased
10 times (from 5 to 50 ∘C/min) [46].

The fractionation of HPB was achieved in merely 78 min
when all the heating and cooling cycles employed during
SSA were set at 50 ∘C/min. This yields an approximate 70%
time gain per self-nucleation and annealing cycle (where one
cycle comprises heating from −20 to 120 ∘C at a specific
scanning rate, a holding time of 5 min at 120 ∘C, and then
cooling from 120 to −20 ∘C) if 50 ∘C/min is used instead of
10 ∘C/min. The time of 78 min is the fastest thermal fraction-
ation time ever reported in the literature [33] (compared with
commonly used values like 12 or 24 h [33, 38–40] or even
1 week) and with resolution equivalent to usual conditions
involving 10 ∘C/min.

Table 5.2 reports typical thermal fractionation times
employing SSA and step crystallization (SC). Step crystal-
lization is based on the sequential isothermal crystallization of

TABLE 5.2 Comparison between SC and SSA Typical
Fractionation Times [46]

Method Description Total Time (min)

SCa 50 min 348
6 h 2,520
24 h 10,080

SSAb 5 ∘C/min 354
10 ∘C/min 210
20 ∘C/min 138
50 ∘C/min 78

aThe SC protocol consisted in seven steps from 102 to 72 ∘C using a 5 ∘C
fractionation window. The holding time within each step was varied as
indicated.
bThe SSA protocol included seven isothermal steps between 102 and 72 ∘C
employing a 5 ∘C fractionation window. In SSA, each isothermal step was
applied during 5 min. The heating and cooling rates of all thermal cycles
including the final heating scans were kept constant at the indicated values.

the sample at progressively lower temperatures encompassing
the entire crystallization range of the polymer. There are no
intermediate heating steps applied in SC as in SSA. SSA is
by far faster than SC. If high heating and cooling rates are
employed (i.e., at least 50 ∘C/min), the SSA time advantage
is even greater, because the isothermal steps in SSA are just
5 min long. Even higher heating and cooling rates are possi-
ble; however, special equipment and/or cooling devices may
be needed.

As indicated in previous references [33, 41–54], SSA can
yield quantitative information when compared with other
techniques; and SCB distributions, dispersity of the SCB
distribution, and distributions of lamellar thickness can all
be derived.

The SSA technique has been used to characterize the
products of functionalization, because any chemical group
that is inserted along the chain by grafting reactions will
interrupt the MSL sequences [55–57]. With the same princi-
ple, cross-linked and irradiated polyethylenes have also been
studied by SSA [58–63].

Another SSA application has been the assessment of mis-
cibility in polyethylene blends [64, 65]. SSA has also been
valuable in studying the effects of confinement into micro- and
nanophases or in nanocomposites [66–68] as well as in char-
acterizing the products of biodegradation [69] and oxidative
degradation [70–73], among other applications [74–90].

The SSA technique is now being used rather frequently
for all the applications quoted above. Unfortunately, in many
recent references, the authors do not perform a previous
self-nucleation study to determine the ideal self-nucleation
temperature. Therefore, they start their SSA protocol at an
arbitrary Ts value that will have an important impact on
the fractionation profile. Any attempt to quantify the data
and calculate SCB or MSL distributions will not be correct
unless the first Ts value employed to perform SSA is the ideal
self-nucleation temperature.
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5.5 MULTIPHASIC MATERIALS: POLYMER
BLENDS AND BLOCK COPOLYMERS.
FRACTIONATED CRYSTALLIZATION AND
CONFINEMENT EFFECTS

The confinement of semicrystalline polymers into micro- or
nanophases is an attractive subject that has been reviewed
recently several times [91–100].

The dispersion of a polymer into isolated phases can be
achieved by different means:

1. One possibility is to disperse the polymer into droplets
of different sizes [101–110]. Droplets can be obtained
by dewetting a thin film deposited on an incompatible
substrate [111–118], by annealing films composed
of immiscible micro or nanolayers [119–128], by
miniemulsions and water dispersions, among other
methods [129–134].

2. Immiscible blends can be prepared at compositions
where one of the polymeric phases is dispersed in a
matrix of the second component [91, 92, 100, 135–145].

3. Block copolymers are one of the most versatile ways
of producing nanoscopic dispersions [92–99]. Block
copolymers can exhibit a wide range of morphologies
depending on their segregation strength, given by the
product 𝜒N, where 𝜒 is the Flory–Huggins interaction
parameter between the block components and N is the
degree of polymerization. If we simply consider a linear
diblock copolymer where one block is amorphous and
the second can crystallize, then the situations illustrated
in Table 5.3 will arise depending on the relative values
of the order–disorder transition (TODT), the crystalliza-
tion temperature of the crystallizable block (Tc), and
the glass transition temperature of the amorphous block
(Tg) [92, 96, 146–150]. The most common isolated

dispersed domains encountered in block copolymers
are spheres and cylinders [92].

4. Nanostructures can also be formed by self-assembly
from solution [134, 151–189].

5. Inorganic templates, such as anodized aluminum oxide
(AAO) can be prepared with tailored nanopores and can
be used to infíltrate polymers [190–204].

5.5.1 Blends and Fractionated Crystallization

In confined polymers, one of two situations can arise during
freezing from the melt:

(a) Crystallization occurs in a single crystallization
exotherm at much lower temperatures than the usual
crystallization temperature (Tc) of the bulk polymer.
This is found in systems characterized by heterogeneity
free domains, when the number of domains is sev-
eral orders of magnitude higher than the number of
heterogeneities present in the bulk polymer.

(b) The crystallization occurs in several steps well spaced
in temperature, that is, the so-called fractionated crys-
tallization [91, 92]. This case occurs when the number
of active heterogeneities is of the same order of mag-
nitude than the number of domains, so that a signifi-
cant population of domains still contains some type of
heterogeneity.

In case (a), the nucleation typically changes from heteroge-
neous (present in the bulk polymer) to either homogeneous or
surface nucleation of the domains (i.e., initiated at the surface
of the domains or at the interface between the crystallizable
domains and the matrix surrounding them). Surface nucleation
is frequently encountered, although not often recognized in the
literature [99], because it requires a lower free energy as com-
pared with homogeneous nucleation.

TABLE 5.3 Possible Morphologies of a Linear Diblock Copolymer with One Crystallizable
Block Depending on the Segregation Strength and TODT, Tg, and Tc Values

Segregation Level TODT/Tg/Tc Morphology in the Solid State

Homogeneous melt TODT <Tc > Tg Crystalline lamellae surrounded by
amorphous material

Weakly segregated systems
(low 𝜒N values)

TODT >Tc > Tg The crystallization destroys previous melt
structure (by breakout) and crystalline
lamellae are formed

Medium segregated systems
(medium 𝜒N values)

TODT >Tc > Tg Quenching: The melt-segregated
morphology is preserved

Slow cooling: Breakout and crystalline
lamellae are formed

Strongly segregated systems
(high 𝜒N values)

TODT >Tc > Tg The crystallization can be confined within
the MDs dispersed in a rubbery block
matrix (soft confinement)

TODT >Tg > Tc A strictly confined crystallization within
the MDs dispersed in a glassy matrix
(hard confinement)
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Figure 5.10 Schematic illustration of two different types of heterogeneities in bulk isotactic polypropylene (iPP) (a) and how they are dis-
tributed, once the material is dispersed into a polystyrene amorphous phase in an 80/20 PS/iPP blend (b).
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Figure 5.11 A schematic illustration of the fractionated crystallization of polymer droplets dispersed in an immiscible polymer matrix.

The fractionated crystallization phenomenon described
in case (b) arises from the existence of different nucleation
events, where each crystallization exotherm starts from a
distinct nucleation event. This behavior is produced as a result
of the much larger number of isolated microdomains (MDs),
in comparison to the number of highly active heterogeneities
(e.g., type A) usually present in an equivalent bulk sample of
a crystallizable polymer. A cartoon illustrating this effect is
provided in Figure 5.10.

Figure 5.11 shows a schematic DSC cooling scan where
the crystallization does not occur in a single step but in a
fractionated crystallization fashion. Three crystallization
exotherms labeled “1” (higher temperature crystalliza-
tion exotherm) to “3” (lowest temperature crystallization
exotherm) are depicted.

When a crystallizable component is finely dispersed in a
matrix (the number density of the isolated phase must be at
least of the same order of magnitude, than the concentration
of heterogeneities present in the bulk crystallizable polymer),
as in an immiscible polymer blend (where the crystallizable

polymer is the minority component), the number of hetero-
geneities present in the bulk crystallizable polymer will be
distributed among the isolated phases or migrate to the matrix
component. Then, the situation shown in the cartoons of
Figure 5.11 could be envisaged. Starting at a high tempera-
ture, some microdomains (MDs) or droplets with the most
effective heterogeneity (type “A”) inside them will be able to
crystallize at the highest crystallization temperature, that is, at
the same Tc at which the bulk polymer crystallizes. The MDs
with the second most active heterogeneity (i.e., type “B” in
Figs. 5.10 and 5.11) will need a larger supercooling in order
to nucleate and crystallize. Finally, the lowest temperature
exothermic signal is originated by the crystallization of clean
MDs. This particular crystallization exotherm can occur at the
lowest possible temperature or maximum supercooling and
could be originated from (i) surface or interfacial nucleation
events (due to the MDs’ interface) or (ii) from bulk or volume
homogeneous nucleation events.

Immiscible blends of iPP and PS were studied by
Arnal et al. [100]. Figure 5.12a shows a scanning electron
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Figure 5.12 (a) SEM micrograph of the PS/iPP 80/20 wt/wt blend and (b) cooling scans at 10 ∘C/min for the 80/20 PS/iPP blend and the
corresponding homopolymers, the iPP and the 80/20 PS/iPP blend before and after self-seeding. Arnal et al. [[100], Figures 1, 2, 6]. Reproduced
with permission of John Wiley and Sons.

microscopy (SEM) micrograph revealing a dispersion of iPP
droplets in the glassy amorphous PS matrix. The cooling
DSC scans of PS, iPP, and their 80/20 blends are shown
in Figure 5.12b. A cooling scan of an “unmixed blend”
is also shown. This was prepared using the same weight
proportions of PS and iPP as in the corresponding melt-mixed
blend, but placing both polymers in a DSC pan separated by
aluminum foil, so that no contact between the two polymers
is made [205].

PP exhibits its usual bulk behavior, displaying an exotherm
that peaks at 111 ∘C. The cooling DSC scan of the atactic PS
only shows the Tg at approximately 100 ∘C. A superposition
of these two typical scans can be seen in the 80/20 PS/iPP
unmixed blend (UB), where only the exotherm corresponding
to the crystallization of the iPP can be clearly seen because
the Tg of the PS matrix occurs within the same temperature
range.

The melt-mixed blend displays a quite different behavior
in Figure 5.12b, where the heterogeneous nucleation of the
iPP component is nearly completely suppressed as indicated
by the marked decrease in the crystallization enthalpy in
the temperature region where the iPP crystallizes in bulk,
that is, at 109–111 ∘C. The number of droplets for this
composition is known (by SEM observations) to be of the
order of 1011 particles/cm3 and polarized optical microscopy
experiments have shown that the iPP contains approximately
9× 106 heterogeneities/cm3. The concomitant fractionated
crystallization of the iPP droplets follows in such a way
that iPP crystallization occurs in at least four distinct steps,
which we shall distinguished by the letters A, B, C, and D in
decreasing temperature order.

When iPP is dispersed into droplets, the content of
heterogeneities of each droplet can be different. iPP may
contain different types of heterogeneities that activate at
different supercoolings depending on their specific interfacial
energy differences with the polymer melt [91]. In bulk iPP,
the heterogeneity with the lowest specific interfacial energy
difference will be activated at lower supercoolings and will
dominate the crystallization of the polymer via secondary
nucleation at the created crystals. Figure 5.12b shows that
bulk iPP crystallization occurs in only one exotherm, located
at a temperature range A, where a certain heterogeneity, which
we shall also term A (or type A), will be activated during
cooling from the melt. In bulk iPP, there is no chance for
other heterogeneities that are active at higher supercoolings
to cause any nucleation because the polymer crystallizes at
higher temperatures (it is this effect that can be inhibited
if the original volume of the material is divided into many
small droplets).

In the case of the 80/20 PS/iPP blend, only a certain num-
ber of droplets contain heterogeneities of type A, while others
contain type B, and so on. A number of exotherms will be
generated depending on the relative supercoolings needed to
activate each dominating heterogeneity within a certain droplet
population. It is also possible that some droplets contain no
heterogeneities at all, and in that case, homogeneous or sur-
face nucleation could well be the origin of the lowest tem-
perature exotherm observed (exotherm D). Therefore, in the
80/20 PS/iPP case, exotherms A, B, and C are probably due
to the presence of three different kinds of heterogeneities in
the different crystallizing groups of droplets, while exotherm
D may be due to the crystallization of clean droplets.
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Figure 5.13 (a) SEM micrograph of the PS/iPP/SEP 80/20/4 wt/wt blend and (b) DSC cooling scans at 10 ∘C/min for the 80/20 PS/iPP blend
with different contents of SEP. Arnal et al. [[100], Figures 1, 2, 6]. Reproduced with permission of John Wiley and Sons.

The definite demonstration that the fractionated crystal-
lization behavior of the 80/20 PS/iPP blend is due to the
lack of highly active nuclei in every droplet is provided
by self-nucleation experiments and/or by the addition of a
nucleating agent [135–137]. Figure 5.12b shows the DSC
cooling scan of iPP in the bulk after the self-nucleation
process at the ideal self-seeding temperature, which, in this
case, was a Ts of 162 ∘C [30]. The self-nucleation process
substantially increases the number of nuclei, such that bulk
iPP crystallizes at 136.2 ∘C after self-nucleation; this means
that an increase of 28 ∘C in Tc has been achieved. In order to
produce an equivalent self-nucleation of the iPP component in
the 80/20 PS/iPP blend, a Ts temperature of 161 ∘C had to be
employed. This fact alone indicates that because the polymer
is confined into droplets, it is experiencing more difficulties
in becoming self-nucleated. Nevertheless, after SN, the DSC
cooling scan from Ts shows clearly in Figure 5.12b that
almost every iPP droplet can now crystallize at much higher
temperatures, that is, at 134.5 ∘C.

Figure 5.13 shows the effect of adding the compatibilizer
SEP (polystyrene-b-poly(ethylene-ran-propylene)) on the
morphology and thermal behavior of 80/20 PS/iPP/SEP
blends. In this case, the same neat polymers as in the blends
described in Figure 5.12b were used for the uncompatibilized
blend, but a different extruder was employed for melt mixing
(see Ref. [100]). This is the reason the 80/20/0 blend of
Figure 5.13b does not present a cooling behavior identical to
that of the same composition presented in Figure 5.12b (see
Ref. [100] for more details).

The addition of the SEP diblock copolymer results in a
reduction in mean volume particle size from 1.56 μm for the

unmodified blend to 0.87 μm for the blend with the maximum
amount of interfacial modifier. The difference in particle sizes
is apparent from a comparison of the SEM micrographs of
Figures 5.12a and 5.13a.

Addition of SEP compatibilizer to the 80/20/0 PS/iPP/SEP
blend in amounts higher than 1% by total weight of the
sample produced significant changes in the PS/iPP/SEP blend
crystallization because all high temperature exotherms (A and
C) tend to disappear, while the 45 ∘C exotherm becomes more
important. In a previous publication [206], we reported the
determination of the interfacial tension by the breaking thread
method in these blends. A decrease in the interfacial tension
was observed upon increasing the amount of SEP. The mean
number of particles increased by a factor of 3 upon addition of
the maximum amount of SEP used here. The higher number
of small dispersed particles lowers the probability of finding
heterogeneities that usually crystallize the polymer in bulk
(heterogeneity type A) in a significant number of iPP droplets,
thereby favoring the possible activation of other types of
heterogeneities and/or surface or homogeneous nucleation
processes at much lower temperatures. We have determined
the approximate number of nuclei present in bulk iPP by
polarizing optical microscopy, and the average value is in the
order of 9× 106 nuclei/cm3. On the other hand, Ref. [100]
shows that the calculated average number of droplets derived
from SEM examinations for the blend with the maximum
amount of SEP used (PS/iPP/SEP 80/20/4) is in the order
of 21.9× 1011 particles/cm3. Therefore, we have at least
six orders of magnitude more droplets than heterogeneities
available in bulk iPP, hence the increase probability on encoun-
tering clean droplets that can only crystallize in exotherm D.
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5.5.2 Copolymers

We present as an example of segregated block copolymers two
analog sets (in wt% composition) of PCL-containing copoly-
mers of different molecular architectures.

The first set is composed by (PCL)2-b-(PS)2 miktoarm star
block copolymers (i.e., stars with two arms of PS and two arms
of PCL radiating from the same center) have 𝜒N values in the
range between 7.1 and 25.6 (at room temperature) that indi-
cate a behavior in between total miscibility of both blocks (𝜒N
lower than 10) and a weakly segregated regime (especially for
𝜒N= 25.6).

In the second set, the linear PCL-b-PS diblock copolymers
have slightly higher 𝜒N values between 8.4 and 38.4 (at
25 ∘C). Figure 5.14 shows selected transmission electron

microscopy (TEM) for PCL-b-PS linear diblock copolymers
and for (PCL2)-b-(PS2) miktoarm star block copolymers. For
the linear diblock copolymers (Fig. 5.14a and c). the mor-
phologies obtained conform to the theoretical expectations on
the basis of their composition (i.e., lamellae for the diblock
with 41% PCL and PCL cylinders for that with 20% PCL) for
segregated diblock copolymers [92, 94–96, 150].

The miktoarm star block copolymers (Fig. 5.14b and d)
exhibited morphologies quite different from those observed
for their linear analogs. The TEM for the (PCL2)39-b-(PS2)61

62

miktoarm copolymer (where the subscripts outside the brack-
ets indicate the composition in wt%, while the superscript
denotes the number average molecular weight of the entire
block copolymer), see Figure 5.14b, exhibits a cylindrical
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Figure 5.14 TEM of (a) PCL41-b-PS59
73 (scale bar: 100 nm), (b) (PCL2)39-b-(PS2)61

62 (scale bar: 200 nm), (c) PCL20-b-PS80
153 (scale bar:

100 nm), (d) (PCL2)27-b-(PS2)73
100(scale bar: 200 nm) and SAXS scattering profiles of (e) (PCL2)39-b-(PS2)61

62 and (f) (PCL2)27-b-(PS2)73
100.

The copolymers were stained with RuO4 (PS component is gray). Lorenzo et al. [207, 208].
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Figure 5.15 (a) Crystallization (Tc) and melting peak temperatures (Tm) and (b) crystallinity degree for linear PCL-b-PS diblock copolymers
and (PCL2)-b-(PS2) miktoarm star copolymers as function of PCL content. Lorenzo et al. [208].

morphology with a clear hexagonal array of PCL cylinders.
In addition, SAXS patterns for this miktoarm star copolymer
are displayed in Figure 5.14e. A clear scattering peak at
120 ∘C (when the sample is in the melt) confirms that the
copolymer undergoes phase segregation in the melt state. The
form factor position allows the calculation of the diameter of
the cylindrical microdomains, yielding approximately 38 nm,
which closely agrees with that estimated by TEM (41 nm).

Figure 5.14 demonstrates that the microdomain morpholo-
gies are more confined for the PCL component within the
miktoarm star copolymers than expected on the basis of their
composition as compared to the linear diblock copolymer
analogs. Therefore, the segregation strength within the
miktoarm star block copolymers may be stronger than that
exhibited by the corresponding linear diblocks at similar
PCL contents. The observation of a clear hexagonally packed
cylindrical morphology by TEM in the (PCL2)39-b-(PS2)61

62

miktoarm star block copolymer (Fig. 5.14a), in spite of its 0.39
volume fraction of PCL, is not expected because for such a
composition, lamellar microdomains (Fig. 5.14a) are observed
for its linear diblock copolymer analog. This behavior was
explained thanks to previous theoretical predictions for star
copolymers [209, 210]. These previous theoretical works
have argued that different morphologies could be expected
for the stars, because of the higher resistance of the arms to
be stretched in a miktoarm star copolymer as compared to
a linear one, and because of the relative strong dependence
of the phase boundaries on the number of each type of
arm [207–210].

DSC cooling and heating scans of the nanostructured block
copolymers presented here can be found elsewhere [207, 208].
Figure 5.15 shows the peak melting and crystallization temper-
atures (Tm and Tc) and the crystallinity degree (%Xc) for the

two sets of PCL-containing copolymers (linear diblocks and
miktoarm stars). A PCL homopolymer sample was employed
for comparison purposes (with a Mn of 29 kg/mol) and it exhib-
ited a Tc and Tm of 31.5 and 56.8 ∘C, respectively. Figure 5.15a
demonstrates how the values of Tc and Tm decrease as morpho-
logical confinement increases (i.e., as the PS content increases)
[207, 208]. The decrease in the melting temperature and in
the degree of crystallinity (Xc) (see Fig. 5.15b) signals that
the previous crystallization process was greatly affected by
the composition of each copolymer. As confinement increased,
crystallization needed higher supercoolings to be produced,
and thinner lamellar crystals that melt at lower temperatures
were generated. The decreased MD dimensions and larger sur-
face area of the MDs (on going from lamellae to cylinders
and finally to spheres) produced increased topological confine-
ments in the PCL block chains.

Figure 5.15 also compares the effect of molecular archi-
tecture as a function of PCL content. All the parameters
under consideration (Tm, Tc, and Xc) are smaller for the PCL
phase within the miktoarm stars than within the linear diblock
copolymers at equivalent compositions (same content of
PCL), thereby indicating a higher confinement degree for the
miktoarm star copolymers.

The effect of confinement caused by the miktoarm molec-
ular architecture is so important, that even comparing similar
morphologies with their linear counterparts (at different
compositions), a greater depression in Tc, Tm, and Xc is
obtained. For example, if the two cylinder-forming samples
are compared, the values of Tc, Tm, and Xc are all much smaller
for the miktoarm star copolymer (PCL2)39-b-(PS2)61

62 than
for the linear diblock copolymer sample PCL20-b-PS80

153,
even though the first one contains 39% PCL and the second
one only 20%. This is a result of the larger confinement
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experienced by the PCL chains in the miktoarm versus the
linear diblock copolymers.

5.5.3 Copolymers Versus Blends

In this section, we have chosen an interesting example, where
DSC and morphology interplay in an illustrative way, when
blends and block copolymers of poly(l-lactic acid) (PLLA)
and poly(ε-caprolactone) are examined.

PLLA and PCL blends were prepared by dissolution in a
common solvent followed by solvent evaporation. Figure 5.16
contains DSC data and polarized light optical microscopy
images taken at two different Tc temperatures. The blends
exhibit two crystallization and melting temperatures that are
almost identical to those obtained for the parent homopoly-
mers, a clear sign of immiscibility. The micrographs of
Figure 5.16b corroborate the immiscibility of the blends. At
120 ∘C, only the PLLA component can crystallize. The PLLA
component forms clear negative spherulites that surround dark
isotropic regions (one of which has been marked by a white
ellipse) where the molten PCL component is segregated.
These regions without birefringence are clearly filled with
small PCL spherulites when the sample is quenched to 35 ∘C,
a temperature at which PCL can grow spherulites.

Figure 5.17 shows DSC cooling runs for some
PLLA-b-PCL diblock copolymers and similar molecular
weight PCL. Both block crystallize during cooling from the
melt at lower temperatures than the corresponding homopoly-
mer. In the composition range presented in Figure 5.17, the
lowering of the PCL block crystallization peak is clearly seen.

Figure 5.18A shows how the Tc and Tm values of the PLLA
homopolymer and PLLA block within the diblock copolymers
depend on composition. In general, the crystallization and
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Figure 5.17 DSC cooling scans at 10 ∘C/min of PCL and the indi-
cated PLLA-b-PCL copolymers, after melting at 190 ∘C for 3 min.
Castillo et al. [212]. Reproduced with permission of American Chem-
ical Society.

melting temperature of the PLLA block within the diblock
copolymers is depressed when the PCL content increases.
These PLLA-b-PCL diblock copolymer systems are partially
miscible or weakly segregated. Hence, because of the weak
segregation state, a certain level of thermodynamic interac-
tions between the blocks is expected and that allows the PCL
to act as a plasticizer for PLLA.
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Figure 5.18 (A) Crystallization and melting temperatures (obtained from the data reported in Ref. [211]) for the PLLA and PCL block within
all copolymers versus PLLA content. (B) Photomicrograph obtained by PLOM for the (a) L32

7C68
15 after 30 min at 122 ∘C. (b) L32

7C68
15 after

15 min at 42 ∘C. Castillo et al. [212]. Reproduced with permission of American Chemical Society. (See color plate section for the color
representation of this figure.)

Figure 5.16 showed that PLLA and PCL form immiscible
blends and separate spherulitic structures. However, when
block copolymers are prepared, PLLA and PCL chains
are covalently bonded in every chain of the linear diblock
copolymers. This effect is enough to produce partial misci-
bility as demonstrated by the thermal properties shown in
Figure 5.18A, which should be contrasted with those of the
blends in Figure 5.16.

Furthermore, when the superstructural morphology of the
PLLA-b-PCL diblock copolymers was examined, just one
type of spherulite was seen, that is, a mixed spherulite. An
example is provided in Figure 5.18B. The diblock copolymer
L32

7C68
15 (subscripts indicate the composition in weight

percent and superscripts the number average molecular
weight in kg/mol of each block) was crystallized at 122 ∘C, a
temperature at which the PCL block cannot crystallize. The
PLOM field was filled with PLLA spherulites, as shown in
the top micrograph of Figure 5.18. These spherulites contain
in the amorphous interlamellar regions the molten PCL block
chains mixed together with those PLLA block chains that
remained amorphous. Upon cooling to 42 ∘C, the PCL block
crystallizes within the interlamellar regions, simply filling the
template spherulitic structure provided by the PLLA block
previous crystallization. Such a mixed spherulite (Fig. 5.18b)
is formed by interdigitized PLLA/PCL lamellae.

Figure 5.19 shows more examples of the remarkable
ability of the PLLA block (and PLLA) to form spherulites
at temperatures where the PCL block is molten, thus tem-
plating the spherulitic morphology that will characterize the
copolymer upon cooling [211, 213, 214]. PLLA crystallized
in spherulitic morphology regardless of composition, as
already reported [211–214]. Figures 5.18B and 5.19 show

well-defined negative PLLA spherulites, although the Maltese
cross-extinction pattern tends to get blurry with increasing
PCL content (see also Fig. 11 from Ref. [211]).

In the case of the L10C90
24 block copolymer, axialite-like

superstructural crystal aggregates are formed during isother-
mal crystallization at 100 ∘C (above the melting point of PCL)
of the PLLA block chains, even though the PLLA block can
only achieve a 50% crystallinity (but the sample only contains
10% of PLLA) and therefore 95% of the sample remains in
the melt (i.e., 50% of the 10% PLLA block plus 90% of the
PCL block). These two-dimensional superstructural features
(i.e., axialites) are in agreement with the Avrami index values
close to 2 obtained by DSC experiments (see Ref. [212]). A
morphology referred to as concentric spherulites was reported
by Wang et al. [215] for a two-arm star-shaped PLLA-b-PCL
block copolymer with 28 wt% PLLA.

Albuerne et al. [216] reported dramatic spherulitic mor-
phology changes for poly(p-dioxanone)-b-poly(𝜀-caprolac-
tone) (PPDX-b-PCL) diblock copolymers. The differences
are surely due to a higher thermodynamic repulsion between
the blocks in this case, although the copolymers are still in the
weak segregation regime. At higher crystallization tempera-
tures where the PCL block is molten, granular structures were
formed if PCL was the major component. At temperatures
where both blocks crystallized, banded spherulites similar to
those formed by PPDX homopolymer were clearly observed.

5.5.4 The Crystallization of Polymers and Copolymers
within Nanoporous Templates

Masuda and Fukuda were the first to prepare AAO tem-
plates by a double anodization process [217]. After the first
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Figure 5.19 Polarized light optical micrographs during isothermal crystallization: (a) PLLA24, after 8 ∘min at 140 ∘C. (b) L81C19
21, after

10 min at 140 ∘C. (c) L60C40
21, after 30 min at 140 ∘C. (d) L10C90

24 after 10 min at 100 ∘C. Castillo et al. [212]. Reproduced with permission
of American Chemical Society. (See color plate section for the color representation of this figure.)

250 nm

Figure 5.20 SEM (top view) of an AAO template with mean pore
diameter of 35 nm. Adapted from Michell et al. [99]. Reproduced
with permission of Elsevier.

anodization, an irregular AAO layer is formed. This layer is
removed and in the second anodization a hexagonally porous
array of AAO is formed, as illustrated in the examples pro-
vided in Figure 5.20. Different pore sizes can be produced by
varying the conditions employed during template preparation
(Refs [203, 218]).

The infiltration of a polymeric material into the nanopores
of the AAO templates can be achieved by different methods.
Melt infiltration has been extensively employed, where a
polymer film is placed on top of the pores and heated above
its melting point. The molten polymer fills the pores after
some time has elapsed (for detailed information on the
filling process, see Ref. [218]). This infiltration process is

also known as nanomolding [219–223]. An interconnecting
polymer layer may remain on the top of the template. It is
very important that this layer should be removed in order to
obtain a truly confined behavior of the nanodomains within
the nanopores of the templates.

The crystallization of infiltrated polymers within AAO tem-
plates has been recently studied [190–204, 224–226]. We can
extract some general trends from a review of the literature:

1. The crystallization temperature (Tc) has been found
to decrease with pore size. Woo et al. [197] infiltrated
linear polyethylene (PE) in AAO templates. Several
pore sizes were studied, from 15 to 110 nm, and
even though a clear decreasing trend with pore size
diameter was found, the crystallization temperatures
found were too high to correspond to homogeneous
nucleation of PE (see [92, 97, 100, 112, 200]). The
nucleation of the confined PE nanocylinders must
have been produced by surface nucleation. Similar
results of decreasing Tc with pore size have been
reported for infiltrated PP [190], PEO [227, 200,
202], and PE-b-PS [200] diblock copolymers.

2. Confinement within AAO nanopores produces lower
degrees of crystallinity than those obtained for neat
polymers in the bulk state [190, 191, 202]. Similar
results have been obtained for the confined crystal-
lization of micro- and nanodomains within block
copolymers and polymer blends (see [92, 97] and
references therein).

3. The presence of traces of the polymer film employed
during the infiltration process may lead to the presence
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of an additional exotherm at the same undercooling as
in the neat polymer, in view of the percolating path con-
necting a series of nanopores. Once the layer is com-
pletely removed, only the crystallization peak at maxi-
mum supercooling is observed [99].

4. The melting temperature has also been found to decrease
with pore diameter. This behavior is especially impor-
tant at small pore sizes, where crystalline lamellae are
forced to be thinner due to a reduction in the available
space for crystallization [99].

5. In the case of strongly segregated block copolymers,
double confinement effects can cause further reductions
in crystallization temperature. This novel effect can
be observed in Figure 5.21 for PS-b-PE infiltrated
within AAO nanopores. The chosen diblock copolymer
was E26-b-S74

105, whose morphology is that of a PS
matrix with hexagonally packed PE cylinders (Refs
[66, 200]). The already confined PE cylinders within
a glassy PS matrix diblock copolymer was infiltrated
into AAO nanopores. Figure 5.21 shows the different
behavior upon cooling from the uninfiltrated diblock
and that inside the 60-nm-diameter AAO template. A
double confinement effect was experienced by the PE
block chains (reducing its crystallization temperature),
because the PE block feels the confinement of the PS
vitreous block covalently bonded to it plus that caused
by the inorganic AAO walls (further details can be
found in Ref. [200]). The PE block (as well as the
PE homopolymer infiltrated for comparison purposes)
crystallization started by surface nucleation [200].

Figure 5.22 presents examples of the thermal properties of
PEO and PBd-b-PEO polybutadiene-b-poly(ethylene oxide)
before and after infiltration in AAO templates.
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Figure 5.21 DSC cooling scans at 30 ∘C/min from the melt for the
indicated samples. Michell et al. [200].

TABLE 5.4 Transition Temperatures and Enthalpies Obtained
by DSC Standard Heating and Cooling Scans

Sample Tc

(∘C)
ΔHc

(J/g)
Tm

(∘C)
ΔHm

(J/g)

EO100
100 42.7 −127 65.5 135

EO100
100/AAO 60 nm −22.1 −0.7a 58.3 1.6a

EO100
100/AAO 35 nm −22.3 −0.3a 59.7 0.8a

Bd21-b-EO79
257 46.2 −111 66.1 122

Bd21-b-EO79
257/AAO 35 nm −26.0 −0.5a 50.8 0.6a

aNonnormalized, because the exact weight of the polymer inside the
nanopores is unknown.

The results shown in Figure 5.22 for the neat uninfiltrated
PEO are typical of the homopolymer in the bulk. Both melting
and crystallization temperatures occur at shallow supercool-
ings and are within the expected range for a PEO with Mn
value of 100 kg/mol (see Table 5.4). The Bd21-b-EO79

257 is
a strongly segregated linear diblock copolymer that exhibits
a morphology of PB cylinders inside a PEO matrix [228].
Hence, the matrix component is formed by percolated PEO
chains. The PEO block within the diblock copolymer contains
a narrow molecular weight distribution, while the commer-
cial PEO homopolymer used for comparison purposes is
polydisperse. As a result, the values of Tc differ by 3 ∘C
(see Table 5.4).

Confinement within the AAO templates caused a dramatic
reduction of the crystallization temperature (see Fig. 5.22
and Table 5.4). For the PEO homopolymer infiltrated within
a 35-nm template, the very large reduction in Tc value of
65.0 ∘C was obtained, in agreement with a previous work by
us with a different PEO sample [200]. A similar behavior has
been reported for PEO and also for PP, PE, sPS, and PVDF
infiltrated in naopores [190–200].

The crystallization temperature of the PEO block within
Bd21-b-EO79

257 changed from 46.2 ∘C in the bulk to −26.0 ∘C
in the template, that is, a reduction of 72.2 ∘C. These
low-crystallization temperatures for PEO chains are charac-
teristic of heterogeneity-free nanodomains (considering the
volume of the PEO nanocylinders inside the AAO nanopores).

The number of nanopores in the templates is approximately
10 orders of magnitude higher than the number of active
heterogeneities in bulk PEO; therefore, statistically speaking,
most nanopores are free from heterogeneities.

The crystallization could have been started by homoge-
neous nuclei within the volume of the nanopores or by the
AAO surface in contact with the polymer. If homogeneous
nucleation were to be the origin of the crystallization process,
the crystallization temperature should occur at very large
supercoolings (close to vitrification) and should be a function
of the nanopore volume [92, 115, 200, 229].

Müller et al. [92] gathered data from various PEO-confined
systems where homogeneous nucleation was most likely. From
these data, an empirical relationship between the volume of the
microdomains and the crystallization temperature of PEO was
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Figure 5.22 (a) DSC cooling and (b) heating scans for the indicated samples. The y-axis scale on the left of the plots (i.e., 20 mW) corresponds
to the uninfiltrated neat materials, while that on the right (2 mW) corresponds to the AAO-infiltrated materials. Michell et al. [99]. Reproduced
with permission of Elsevier.

proposed as follows:

Tc = −41.8 + 2.89 log(vd) (5.7)

where Tc is the peak crystallization temperature of the
PEO microdomains and vd their average volume. Using
Equation 5.7, the predicted crystallization temperatures for
the PEO nanocylinders within the AAO templates are −19
and −17 ∘C for the templates with 35 and 60 nm, respectively.
These values can be compared with those experimentally
found by DSC tests (−22 ∘C for both cases); hence, a homo-
geneous nucleation process is highly likely in these two cases.

The crystallization temperature reported in Table 5.4 for
the PEO block within the infiltrated block copolymer is lower
(−26 ∘ C) than for neat infiltrated PEO. It is not possible
to determine exactly the phase volume of PEO in the block
copolymer case, because the morphology probably changed
with infiltration, as reported for other block copolymers in
the literature [230–232]. However, in any case, the volume
occupied by the PEO chains should be lower than the size
of the nanopore. Therefore, the crystallization temperature
for the block copolymer case should be lower than the crys-
tallization temperature of the infiltrated PEO homopolymer,
exactly as obtained. Hence, the nucleation of the PEO block
nanodomains is also homogeneous.

Two different template diameters were employed in the
PEO case. As already stated, an increase in the crystallization
temperature with pore diameter has been reported for several
infiltrated polymers [190, 196–200]. However, the difference
in pore volume employed here was most probably not large
enough to generate significant differences in crystallization
temperature.

5.6 SELF-NUCLEATION AND THE EFFICIENCY
SCALE TO EVALUATE NUCLEATION POWER

In this section, two examples of the use of self-nucleation
are presented for block copolymers and nanocomposites. The
first example shows how self-nucleation can help separate
the coincident crystallization of a double crystalline diblock
copolymer. In the second example, the efficiency scale based
on self-nucleation helps to define supernucleation.

Figure 5.23 presents DSC cooling and subsequent heating
scans for PPDX-b-PCL diblock copolymers in a wide com-
position range. These copolymers are in the weak segregation
regime. The cooling scans from the melt indicate that regard-
less of the composition, only one crystallization exotherm
is observed. However, when the subsequent melting run is
carried out, the separate melting of each component is clearly
seen. This behavior was examined [216] by time-resolved
WAXS and isothermal crystallization kinetics and it was
concluded that a coincident crystallization process takes place.

Upon cooling from the melt, the PCL molten block at high
temperatures slows down the crystallization of the PPDX
block. By the time the crystallization of the PPDX block starts
at lower temperatures, PPDX crystallizes in the same temper-
ature range as the PCL block, and hence the term coincident
crystallization. In fact, once the crystallization of the PPDX
block starts, it is quickly followed by the crystallization of
the PCL block, which happens to be nucleated by the PPDX
block. As a result, the crystallization of both blocks occurs in
the same temperature range and in quick succession, leading
to an overlap of the exothermic signals during cooling.

The DSC heating scans in Figure 5.23b show that each
phase melts separately, in a temperature range close to
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Figure 5.23 (a) DSC cooling scans (10 ∘C/min) for PCL-b-PPDX, diblock copolymers. (b) Subsequent heating scans (10 ∘C/min). Adapted
from Müller et al. [233] with permission from The Royal Society of Chemistry.

that exhibited by the equivalent homopolymers (see Ref.
[233]). The ability of PPDX to reorganize during heating
has been reported previously [234] and cold crystallization
exotherms can be detected in some of the heating DSC scans
in Figure 5.23b.

The self-nucleation technique was employed in order to
explore if such coincidences of crystallization temperature

could be overriden. Details of the experimental procedure can
be found in previous works [235].

Figure 5.24a shows DSC cooling scans from Ts for
D55

7C45
6 diblock copolymer. At 125 ∘C, the Ts is too high

and the sample is in Domain I or complete melting domain.
The DSC cooling scan exhibits a single crystallization
exotherm where both PPDX and PCL blocks crystallize
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Figure 5.24 (a) DSC cooling scans (10 ∘C/min) after self-nucleation for 3 min at the indicated Ts temperatures for D55
7C45

6. (b) Subsequent
melting scans. Müller et al. [236]. Reproduced with permission of Wiley-VCH.
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coincidently [216]. Figure 5.24b shows the subsequent
heating scans after the cooling runs shown in Figure 5.24a.
The two melting endotherms are due to the separate melting
of the PCL component (at lower temperatures) and the PPDX
component (at higher temperatures).

An interesting result is shown in Figure 5.24a, thanks
to the self-nucleation technique. When a Ts of 112 ∘C is
used, the PPDX block crosses over into Domain II. Only
the PPDX block is self-nucleated (because the PCL block is
molten at that temperature, see Fig. 5.24b) and upon cooling
from 112 ∘C a new high temperature exotherm, labeled 1
in Figure 5.24a, starts to develop (corresponding to the
self-nucleated PPDX block), while the PCL component still
crystallizes at lower temperatures (exotherm 2). Lowering Ts
leads to a clear separation of the crystallization of the PPDX
block and the PCL block.

Domain III is easily detected by observing the subsequent
heating scans of Figure 5.24b [235, 237]. At a Ts temperature
of 106 ∘C, a very small high-temperature melting peak sig-
naled with an arrow that is the trademark of the first signs of
annealing can be seen. The PPDX block of D55

7C45
6 at 106 ∘C

is in Domain III or self-nucleation and annealing domain.

5.6.1 Supernucleation

In general terms, the efficiency of a nucleating agent cal-
culated according to Equation 5.6, is normally not larger
than 100%. However, Müller et al. have recently reported
[238–241] nucleation efficiencies in excess of 100% when
carbon nanotubes are incorporated into PE, PEO, and PCL
matrices by different means, and this effect has been termed
supernucleation. Precisely, an example of supernucleation is
presented in this section.

Figure 5.25 plots the nucleation efficiency, calculated with
Equation 5.6, for melt-mixed blends of PCL and multiwall
carbon nanotubes (MWCNT) [241]. The nucleation efficiency
rapidly increases with MWCNT content and saturates at val-
ues close to 200% efficiency. This means that the MWCNT
are being more efficient than self-nuclei in promoting PCL
nucleation.

TEM of selected multiwall nanotube (MWNT)-containing
materials are shown in Figure 5.26. In Figure 5.26a, a distinct
core–shell structure with MWNTs at the center and a thin layer
around the MWNTs with varying thickness (average 25 nm)
for the MWNT-g-PEO sample can be observed [240].

Figure 5.26b, shows a micrograph of the PE41M26A33
nanocomposite, where a thin coating of HDPE can be seen
surrounding the CNTs [67, 239]. The subscripts indicate
the wt% composition for these in situ polymerized carbon
nanotubes. M stands for MWCNT, while A indicates residual
alumina content, a by-product of the metallocene catalytic
reaction (see Refs [67, 239]). Figure 5.26c shows the lamellar
morphology surrounding the MWNTs in PE83M6A11, after a
prolonged isothermal crystallization (1 week at 124 ∘C). The
lamellae grew from the CNT surface in a direction roughly
perpendicular to the CNT main axis, creating a bottlebrush- or

shish-kebab-like morphology [67, 239, 242, 243]. This bottle-
brush morphology is derived from the outstanding nucleation
effect that the MWNT create on the PE, especially because
of the in situ polymerization procedure (i.e., the PE chains
grew from the surface of the CNT and are therefore ideally
positioned to become nucleated by its surface). Evidences of
this nucleation effect are presented below.

A summary of the thermal properties exhibited by in situ
polymerized HDPE/CNT nanocomposite samples is presented
in Figure 5.27. Different types of nanotubes were employed to
perform the in situ polymerization: single (S), double (D), and
multiwall (M) carbon nanotubes. The Tc determined during
cooling from the melt at 10 ∘C/min, the Tm recorded during
a subsequent heating DSC scan at 10 ∘C/min, and the degree
of crystallinity (% Xc) obtained after cooling the sample from
the melt are presented. The results of Figure 5.27 clearly
show that:

i) Regardless of the CNT nature (single-wall nan-
otubes (SWNT), double-wall nanotubes (DWNT), or
MWNT), a strong nucleation effect is produced on the
HDPE according to the increase in Tc.

ii) The higher Tm values indicate that crystals produced
upon nucleation on CNTs are thermodynamically more
stable as compared to neat HDPE.

iii) The degree of crystallinity decreases as the amount of
CNT increases, especially at high CNT contents. The
presence of high contents of CNT probably interferes
with crystal growth, especially when the extremely high
number of nucleating sites they provide, in view of their
enormous surface, are taken into account.

iv) When CNT content increases, the amount of Al2O3
residues also increases. Accordingly, the HDPE/CNT
nanocomposites behave as materials with only
30–50 wt% PE and a very high load of fillers (both
CNT and alumina); thus, a confinement effect is
produced.
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Figure 5.25 Nucleation efficiency (calculated with Eq. 5.6) as a
function of MWCNT content for PCL/MWCNT nanocomposites.
Adapted from Trujillo et al. [241]. Reproduced with permission of
Elsevier.
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Figure 5.26 TEM images of (a) MWNT-g-PEO; (b) MWNT coated with PE for PE41M26A33; (c) PE83M6A11 after isothermal crystallization
for 1 week at 124 ∘C. Adapted from Trujillo et al. [239]; Priftis et al. [240]; Trujillo et al. [67].
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Figure 5.27 (a) Crystallization (Tc) and melting peak temperatures (Tm) and (b) crystallinity degree, for the HDPE/CNT nanocomposites as
a function of the CNT content. Adapted from Trujillo et al. [67, 239].
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The trend observed in Figure 5.27a can be interpreted as
a competition between the supernucleation effect caused by
the CNTs (which, in this case, fluctuates between 200% and
400% depending on the type and content of CNTs; see Ref.
[238]) and the confinement effect they produced on the HDPE
matrix. At low CNT contents, the nucleation effect dominates
and a sharp increase in Tc and Tm is observed. However, as
the content of CNTs is larger than about 7%, the confinement
effect dominates and a maximum in the plot of Figure 5.27a
can be observed in most cases. The confinement effect will
depend on the interaction between the CNT surface and the
HDPE chains, and it is expected that the larger the surface
area of CNT the higher the confinement effect. Figure 5.27b
illustrates this effect, because at higher CNT contents the crys-
tallinity is a function of the CNT type employed. The confine-
ment effect, taken in terms of crystallinity reduction, increases
in the following order: MWNT, DWNT, and SWNT. At the
same CNT content, the surface area of CNTs should increase
in that same order.

The CNT nucleation efficiency for three different nanocom-
posites employing CNTs is summarized in Figure 5.28. The
efficiency calculated with Equation 5.6 yields values above
100% in all cases, indicating that CNTs are much better nucle-
ating agents than the homopolymer self-nuclei. Because of this
reason, this nucleating effect has been termed “supernucle-
ation.”

The trends regarding the type of nanocomposite and the
type of CNT employed are not clear (see Ref. [238]). A max-
imum in efficiency is observed in some cases in Figure 5.28.
The trend would have to be validated with more data; however,
if the trend is confirmed, it would be compatible with the men-
tioned competence between supernucleation and confinement
effects at large CNT contents.

The most important result to be highlighted from this
section is the occurrence in all cases of the supernucleation
effect (i.e., nucleating efficiencies larger than 100%). Such
an effect is probably due to the fact that the polymer chains
in all these cases have a good contact with the surface of
the CNTs and are well dispersed. Nevertheless, the nature of
the interactions between CNTs and polymer chains and the
reason why in some cases supernucleation can be achieved
and in others it cannot is the subject of ongoing investigations.

5.7 DETERMINATION OF OVERALL
ISOTHERMAL CRYSTALLIZATION BY DSC

Because there is a specific chapter in this book (Chapter 11)
that deals with isothermal crystallization kinetics, the inter-
ested reader of this important topic is referred to that chapter.

5.8 CONCLUSIONS

In this chapter, we have described briefly the fundamentals of
DSC and provided several examples on a wide range of uses

for the technique while highlighting its correspondence with
polymer morphology. Through the selected examples and the
vast literature on the subject, we can conclude that DSC is one
of the most powerful techniques to correlate thermal properties
and morphology, although it must always be complemented
by other techniques, such as PLOM, SEM, TEM, SAXS, and
WAXS, among others depending on the objective of the ongo-
ing study.
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IMAGING POLYMER MORPHOLOGY USING
ATOMIC FORCE MICROSCOPY

Holger Schönherr
Department of Chemistry – Biology, Physical Chemistry I, University of Siegen, Siegen, Germany

6.1 INTRODUCTION

Atomic force microscopy (AFM) [1] belongs to the family
of scanning proximity probe microscopy techniques and has
developed in the past decades into a versatile and widely used
microscopy technique that complements the more traditional
techniques of optical microscopy [2] and electron microscopy
in studies of polymers [3]. In addition to direct quantitative
imaging of micro- and nanostructures (metrology) at surfaces
covering literally all length scales of polymer morphologies,
from molecular-scale crystal structures, single polymer
chains, lamellae up to spherulites, polymeric superstructures,
and microscale morphologies, different AFM imaging modes
reveal additional information [4]. Prime among these is
qualitative compositional mapping in semicrystalline and
heterogeneous systems. These qualitative and, in many cases,
quantitative data obtained also include, for example, maps
of polymeric (micro)phases, identification of interfaces and
interphases, as well as maps of mechanical properties, thermal
properties, and chemical composition. Furthermore, in situ
experiments are feasible focusing on mechanical deformation
or polymer crystallization from the melt (compare Chapter 1),
among others.

AFM complements, as mentioned, other more established
microscopy methods. The choice of the most applicable
method is naturally guided by a critical analysis of the
imaging physics, required information, and the advantages
and disadvantages of the corresponding microscopy methods.
Unlike scanning electron microscopy (SEM) and transmission
electron microscopy (TEM) (Chapter 3), AFM can be applied
essentially independent of the surrounding medium and in
a broad range of experimental conditions, for example, in

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

ambient, in vacuum, at elevated temperatures, as well as in
liquid media, which renders AFM applicable for in situ studies
of, for example, biomaterials under realistic physiological
conditions. In terms of ultimate resolution, tomography
capabilities and access to chemical information, AFM cannot
rival electron microscopy in general. Without discussing the
choice of methods at length, the reader is referred to textbooks
on polymer microscopy in this context [5–7] and specifically
to Chapter 3, where the different areas of application are
summarized in a concise manner.

The wide range of surface structures and properties that
can be analyzed by AFM is a consequence of (i) the exquisite
nano- and micropositioning devices developed and constantly
refined in the past decades, (ii) the microfabrication of
suitable nanoprobe tips as local sensors, and (iii) the general
applicability of forces as the basis for the underlying imaging
process and the contrast mechanisms. Unlike in scanning
tunneling microscopy (STM), in which only conducting
samples can be probed by a very sharp conductive nanoprobe
tip, exploiting electrons tunneling via the classically forbidden
gap between tip and sample, AFM is generally applicable
to condensed matter [7]. Even drops of viscous liquids [8],
fragile supramolecular structures such as lipid vesicles [9]
or enclosed gas in liquid media [10] can be interrogated.
Interatomic forces between the atoms located at the apex of
the tip and the sample surface lend themselves as a distinct
measure of tip–sample separation and hence as a parameter to
track the surface profile under minimally invasive conditions
[11, 12]. In addition, these interaction forces provide, in some
cases, directly useful information of polymer properties,
including adhesion (adherence), friction, elastic properties,
and so on [13]. Common essentially to all AFM modes is
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Figure 6.1 Schematics of (a) an AFM tip scanning across a polymer surface to assess the topography of the underlying sample by following
accurately the surface contour, (b) the probe tip (symbolized by a sphere) may deform the sample locally (in the surface normal direction and
also laterally, if shear forces are present), and (c) the interatomic and intermolecular forces that determine, in addition to the tip size, tip shape
and deformation in the tip–sample contact area the resolution.

the nanoprobe tip, which is brought into close proximity or
contact with the sample surface. By mutual displacement, for
example, a common raster scan, the surface of the sample
is probed in each position and, depending on the range of
the underlying forces, the tip size and the local deformation
involved, data with high spatial resolution are being captured
(Figure 6.1).

AFM is by definition a surface analytical tool and polymer
morphology can hence be analyzed at free surfaces of neat
samples or, following suitable sample preparation established
mainly for electron microscopy, surfaces of exposed bulk
material specimens (compare Chapter 3). Among the broad
range of scanning proximity microscopy probe techniques
utilizing a solid nanoprobe tip to interrogate different prop-
erties of polymers and the large number of different AFM
experiments proposed in the literature to date, a number
of key applications of AFM in analyzing polymers can
be identified, which have become routine approaches or
lend themselves to broad applicability. More specialized
techniques, however, may not be generally applicable, and
require specialized equipment or, in order to be conducted
and analyzed correctly, a more elaborate treatment, which
is beyond the scope of this chapter. A good illustration is
the determination of local tribological [14] or mechanical
properties, such as elastic moduli, treated in Chapter 17, which
requires, in addition to elaborate calibration, an appropriate
use of adequate contact mechanics theories. Therefore, we
focus in this chapter on imaging of polymer morphologies
and selected spatially resolved analyses of some polymer
properties.

AFM suffers like all microscopy and other analytical
imaging techniques of artifacts that have their roots in the
imaging physics or signal and data processing. If AFM
data are captured, for instance, with inadequate imaging
parameters (such as too high imaging forces), the results
may be completely useless. Likewise, the interpretation of

AFM height data without knowledge of the imaging mode
and parameters may lead to erroneous conclusions. To help
address these vital issues and to appreciate the opportunities
and limitations of AFM for imaging of polymer morphology,
the central imaging modes are discussed first, illustrated by
a selected example each. The essential features and elements
of an atomic force microscope are introduced in the follow-
ing first section on contact mode AFM. Subsequent to the
sections on the various AFM modes, the imaging of polymer
morphology is illustrated for all levels of structural hierarchy.

6.2 FUNDAMENTAL AFM TECHNIQUES

For any AFM experiment, and also the interpretation of AFM
data, an appreciation of the underlying fundamental AFM
techniques and their opportunities and limitations is required.
This statement refers in the context of this chapter to the
rudimentary imaging mechanisms involved. More detailed
treatments on specific aspects, including the underlying
physics, have been published and the reader is referred to
these reviews [13], handbooks [6], and the exact specifications
of the AFM manufacturers.

6.2.1 Contact Mode AFM

In contact mode AFM, which is the originally reported AFM
mode [1] and may serve as the general example of a typical
AFM concerning its features, a sharp nanoprobe tip, mounted
to a flexible cantilever (typically made of Si3N4 by chemical
vapor deposition or Si by silicon etching microfabrication
technology) is brought into contact with the sample surface.
The sample (or, likewise, the tip) can be positioned in all
three directions independently by appropriate transducers.
The tip, characterized by its radius of curvature Rc, may be as
sharp as several nanometers; typical values are Rc ≈ 5–25 nm.
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Figure 6.2 (a) Schematic of contact mode AFM with optical beam
deflection detection. Any deflection of the cantilever results in a
change of the inclination angle, which is detected on a four-segment
photodiode. By comparing the signals recorded in the upper versus
the lower sectors the vertical displacement is measured; likewise, the
comparison of the left and right sectors provides information about
the cantilever torsion. Schönherr et al. [14]. Reproduced with per-
mission of Springer. (b)–(d) SEM images of typical (b, c) AFM can-
tilevers and (d, e) AFM tips. Courtesy: C.J. Padberg, G. J. Vancso, H.
Schönherr, unpublished data.

The cantilever has a spring constant kc of approximately
0.05–1.0 N/m and deflects up or down, if repulsive or attrac-
tive forces, respectively, are experienced by the tip. The lever
behaves as a Hookean spring and by measuring the cantilever
deflection ZC (equal to its vertical displacement Δz), for
example, exploiting the widely used optical beam deflection
technique, tip–sample interaction forces F (F= kc Δz) can be
measured (Figs. 6.2 and 6.3).

6.2.1.1 Force–Displacement Curve In the so-called force–
displacement experiment, the sample is brought periodically

1
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Figure 6.3 (a) Schematic (side view) of a piezo tube, sample, and
cantilever during one cycle of a force–displacement curve. (b) Mea-
sured force–displacement curve (“displacement” and piezo position
ZP are identical and are used interchangeably). Reproduced with
permission from [15].

in and out of contact with the tip at a fixed position (x, y).
This can be achieved by moving the sample up and down,
as shown in the scheme, or by lowering the AFM head
comprising the tip down and up. In Figure 6.3, the movements
of the sample (positioned via a piezo tube scanner) and the
corresponding cantilever deflection as well as the resulting
force–displacement curve are shown. The sample is approach-
ing the tip (1, top); at some distance, the gradient of the force
overcomes the cantilever spring constant and the tip jumps
into contact (2); further movement up causes a deflection
of the cantilever (3); during retraction, the tip sticks usually
much longer (4); and snaps off when the spring constant
overcomes the force gradient (5, bottom). The pull-off or
pull-out force (the sudden jump of force when the tip breaks
free from the surface) characterizes the adhesive interactions.

6.2.1.2 Constant Force Imaging For imaging of nano- and
microscale surface structures, the tip is scanned with respect
to the sample surface, for example, in a raster fashion, using
suitable displacement elements (Fig. 6.2). The displacement
in x and y, which must be accurate and precise down to
(sub)nanometer scale, is afforded by piezoelectric tube
scanners or similar high precision displacement elements.
By compensating any upward or downward deflection of the
tip with respect to a defined set point bending (which equals
a set point force) using a vertical z displacement element
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Figure 6.4 (a) Schematic illustration of the relation of true profile and correction 𝛿z (of feedback loop applied to keep the cantilever bend-
ing/applied force constant) used for the profile reconstruction. (b) AFM contact mode height image of lamellar crystal of polyethylene grown
in solution, imaged in ambient conditions on a mica substrate. Schönherr and Vancso [16]. Reproduced with permission of American Chemical
Society.

controlled by a feedback loop, the topography z= z(x, y) of the
sample surface can be reconstructed from the recorded (i.e.,
known) compensation 𝛿z for each pixel (x, y) (Fig. 6.4a). The
feedback loop settings and the scan velocity determine how
well the surface is being tracked. In each experiment, these
settings must be optimized. Assuming that the tip interacts
in all positions and in a similar manner with the sample
surface, both in terms of surface deformation and adhesive
properties of the contact, a quantitative height profile is thus
obtained in this constant force imaging mode (Fig. 6.4).
For the example shown in Figure 6.4b, this means that the
height profile encoded in the color scale is correct only if the
polyethylene is deformed to an extent similar to that of the
underlying mica substrate by the force applied by the AFM
tip. If the imaging forces are minimized, this assumption is,
to a first approximation, valid. In addition to the constant
force “height” image, the error signal of the feedback loop
(the actual residual deflection of the cantilever) may provide
information on surface structures.

Constant force contact mode AFM hence affords a
quantitative 3D map of the surface topography. On a neat
material with one phase, this works adequately, unless lateral
forces deform the sample (see below). On multiphase systems,
however, such as semicrystalline polymers comprising an
amorphous and a crystalline phase, or on polymer blends with
two phases with widely different mechanical properties, this
may lead to height artifacts. Namely, if the force exerted by the
tip leads to different local deformation of phase A compared
to phase B, the softer phase will appear too low. Likewise, if
different adhesive forces are present between the tip and the
constituent phases, the force applied in the surface normal
direction onto the sample (the so-called normal or imaging
force, which is the sum of the applied force by cantilever
bending and the adhesive force between tip and sample)
varies locally. Consequently, the image is, strictly speaking,
not acquired at constant force imaging conditions and the

increased normal force in areas with higher adhesion may
result in a height underestimate compared to areas with lower
adhesion. In practice, experiments with different imaging
forces can be conducted to assess potential errors in profile
assessment. Minimum set point forces help to minimize this
potential source of errors.

While contact mode AFM lends itself to the analysis of
a broad range of materials, it is no longer the central AFM
imaging mode applied to polymers. Due to (i) the repulsive
contact of tip and sample and (ii) the mutual lateral displace-
ment, (lateral) shear forces may occur that can be significant
and may severely deform the polymeric sample or even dam-
age the area to be analyzed. This is primarily due to the very
high torsional spring constant of AFM cantilevers, which is
often orders of magnitude above the spring constant for normal
deflection.

In friction force microscopy (also called lateral force
microscopy, LFM), on the contrary, these lateral forces are
measured and may yield important insight into friction forces,
their dependence on particular phases, and orientation of
the underlying polymer or environmental conditions. Due to
the difficulties in obtaining truly quantitative friction force
data and the dependence of friction forces on load and scan
velocity (due to the time–temperature superposition principle)
[14], which all require tedious experimental procedures,
friction force microscopy is not widely used in the analysis of
polymer morphologies.

The resolution of contact mode AFM is, as is typical for
AFM in general, limited by the tip size, tip shape, and defor-
mation in the tip–sample contact area. The range and strength
of the interatomic and intermolecular forces between tip and
sample may become significant, if the imaging force is very
small. For operation in air, however, capillary condensation
may occur in the tip–sample contact [12], which results in
significant attractive forces that cannot be counteracted in a
stable manner. Imaging in liquid (e.g., water or ethanol) can
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be applied to circumvent this problem, if the sample is stable
and unaltered under these conditions [6].

6.2.2 Intermittent Contact (Tapping) Mode AFM

The high lateral forces and concomitant drawbacks of
contact mode are circumvented in intermittent contact (also
called tapping) mode AFM (Fig. 6.5). This mode utilizes an
oscillating tip–cantilever assembly and relies on a feedback
from the amplitude (constant amplitude imaging). A typical
cantilever for operation in air is much stiffer than a contact
mode cantilever (10–100 N/m) and is excited to resonance
or near resonance. The forced oscillator is damped upon
interaction of the tip with the sample surface (Fig. 6.5b and c).
If the cantilever spring constant or the amplitude is too low,
the energy in the forced oscillator is not sufficient to overcome
the adhesive interactions and the tip remains trapped in
contact and is consequently dragged across the surface.

6.2.2.1 Constant Amplitude Imaging The sample topogra-
phy z= z(x, y) of the sample surface can be reconstructed from
the recorded (i.e., known) compensation 𝛿z for each pixel
(x, y) by scanning the sample with respect to the oscillating

tip/cantilever assembly, while compensating any increase
or decrease of the cantilever’s rms amplitude with respect
to a defined set point amplitude (typically, the amplitude of
the freely oscillating lever) using the vertical z displacement
element controlled by the feedback loop. Assuming that
the tip interacts in all positions in a similar manner with
the sample surface in terms of amplitude damping (energy
dissipation), a quantitative height profile is thus obtained in
this constant amplitude imaging mode (Fig. 6.5). Similar
to the contact mode, the feedback loop settings and scan
velocity must be optimized to ensure that the amplitude is
indeed constant. The residual changes in amplitude (deviation
of the set point value) may be displayed as an error signal
(amplitude channel).

The acquisition of an accurate surface profile is based, as
mentioned, on the assumption of identical energy dissipation
in all areas of the surface imaged. If the forced oscillation of
the cantilever–tip assembly is damped in different areas to a
different extent, the correction 𝛿z does not match exactly the
“true” surface profile. If, for instance, phase A in a heteroge-
neous phase-separated structure damps the oscillation more
efficiently compared to phase B, the more dissipative phase A
will appear too high compared to phase B. The example shown
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Figure 6.5 Schematic of oscillating tip/cantilever assembly oscillating (a) in air far away from the sample surface, (b) in close proximity to
the sample surface; (c) schematic amplitude versus piezo position curve; (d) phase shift between excitation oscillation and cantilever response.
Reproduced with permission from [4]. Copyright 2004. John Wiley & Sons, New York.
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Figure 6.6 (a) Intermittent contact mode AFM height image (top) and cross-sectional analysis along the horizontal line (bottom) of
melt-crystallized poly(ethylene oxide). The sample was crystallized from a 46-nm-thin spin-coated film on oxidized silicon at a constant crys-
tallization temperature of 58 ∘C. The vertical distances between the markers are 16.5, 14.9, and 14.9 nm. Schönherr and Frank [17]. Reproduced
with permission of American Chemical Society. (b) Intermittent contact mode AFM phase image of a fraction of elastomeric polypropylene
crystallized in a thin film on silicon. The bright features correspond to lamellar crystals, which are embedded in an amorphous matrix. Courtesy:
H. Schönherr, R. M. Waymouth, C. W. Frank, unpublished data.

in Figure 6.6a is devoid of this potential artifact, because
the poly(ethylene oxide) lamellae reside on a poly(ethylene
oxide) film.

6.2.2.2 Intermittent Contact Mode Phase Imaging It is
fair to conclude that intermittent contact mode AFM has been
the prime mode for imaging polymer morphologies. This is
largely due to the useful mapping capability of the phase angle
shift (“phase signal”). In addition to (constant amplitude)
height data that is devoid of lateral force induced effects, the
phase angle shift, which is calculated from the relation of the
forced sinusoidal oscillation of the cantilever to the excitation
oscillation, provides useful compositional information on
the analysis of polymer morphology (Fig. 6.5d). The phase
shift is related to energy dissipation in the tip–sample contact
and hence serves as an excellent means to differentiate areas
of different composition in blends or microphase-separated
block copolymers, among others.

The interpretation of conventional phase shifts is not trivial
(the reader is referred to the monograph by Garcia [18]) and,
depending on the instrument make, the displayed phase angle
shift may possess different meanings. As a rule of thumb, a
highly dissipative (polymer) phase shows a larger phase lag
compared to phases with low dissipation. For instance, the
amorphous and crystalline phases of semicrystalline polymers
can be differentiated easily (Fig. 6.6b). Filler particles can
also be easily differentiated from the surrounding polymer
matrix based on the phase signal. However, because the phase
shift depends on various parameters, including the cantilever

amplitude, the quality factor and the amplitude-set point ratio,
the data remain semi-quantitative in most application-oriented
scenarios.

6.2.3 Further Dynamic AFM Modes

For imaging of polymer morphology, many additional AFM
imaging and analysis modes have been developed. We limit
our brief discussion here to two related imaging modes, which
utilize intermittent tip–sample contacts and address not only
topography imaging but also allow one to capture simultane-
ously the data that characterize the adhesive and mechanical
properties of the contact. Both the “pulsed force mode” and
the “peak force tapping (PFT) mode” utilize the continuous
capture of force–displacement curves; they differ, however, in
the way the feedback circuit ensures a consistent tracking of
the surface.

6.2.3.1 Pulsed Force Mode AFM In pulsed force mode
AFM, a conventional contact mode AFM scan with feedback
on the cantilever deflection is carried out. Simultaneously,
the sample is modulated in the z direction sinusoidally (with
variable frequency, e.g., 1 kHz) such that the tip breaks free
from the surface periodically. The resulting plot of cantilever
deflection versus time is shown in Figure 6.7. In the figure, it
can be observed that the tip snaps to contact and then indents
the sample. Upon retraction, the tip breaks free from the sur-
face (pull-off) and the free cantilever rings down in air. Hence,
instead of a slow acquisition of force–displacement data in
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Figure 6.7 Schematic of the force signal in pulsed force mode
AFM. Reprinted from [19]. Copyright 2004. Elsevier.

a point-by-point fashion [13], the tip experiences the same
process as during a contact mode scan, albeit at an increased
rate. Instead of recording the entire force–displacement curve,
only four essential points are being captured in the original
pulsed force mode: the baseline, the maximum repulsive
force, the maximum adhesion force, and a second point on
the repulsive part of the force–displacement curve to define
the slope in the loading regime as a measure of stiffness.
Therefore, the pulsed force mode affords the simultaneous
mapping of sample topography, pull-off forces, and stiffness
at useful scan rates.

6.2.3.2 PFT Mode AFM Related to this dynamic pulsed
force mode is the so-called PFT mode. Using a cantilever
with intermediate spring constant (≈1 N/m), a somewhat
altered intermittent contact mode experiment is carried out
during which the entire force–displacement curve is being
captured. Unlike the intermittent contact mode, however,
in which the amplitude is used as the feedback parameter,
in this mode the force is controlled directly by using the
maximum exerted force, the “peak force,” as the feedback
parameter. This mode allows exquisite control of the force
exerted with the tip/cantilever and provides information on
sample deformation, stiffness, and adhesive forces from an
analysis of the force–displacement curve (Fig. 6.8).

In the PFT mode, as mentioned, the AFM tip is brought
intermittently into contact with the sample surface with an
adjustable amplitude ≥0.1 nm. Similar to the intermittent
contact mode, this minimizes the lateral forces as the lateral
displacement is slow compared to the residence time of the
tip in contact, even though the tip (or the sample) is oscillated
out of resonance at a frequency of 1–10 kHz, which is lower
than in standard TM in air and also in liquid, and even though
the imaging speeds in both modes are comparable.

In each oscillation cycle, the force–displacement curve is
recorded and analyzed. Initially, the force is zero (baseline
force), which corresponds to the deflection of the undisturbed
cantilever with the tip being far away from the sample surface.

Peak force
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Dissipation

Displacement

F
o
rc

e

Deformation Adhesion

Figure 6.8 Schematic force–displacement curve obtained in PFT
mode AFM.

The value of the peak force threshold is held constant by the
feedback loop, so that at each point on the sample scanned the
force exerted on the sample is nominally the same. Provided
that the lateral differences in adhesive forces are negligible,
this affords constant normal force imaging conditions.

Far from the sample, the force is by definition zero. Close
to the sample, the tip may experience van der Waals attraction,
snap into contact, and subsequently bend due to increasing
repulsive forces up to the peak force threshold. Upon retrac-
tion, the tip may stick to the sample and the cantilever bends
down due to adhesive forces (the force drops below the zero
force line), until the nanoprobe tip eventually snaps off the
surface and the deflection returns to the base line deflection
position. This procedure is repeated pixel by pixel.

“Adhesion” (pull-off force) data are calculated as the
largest negative force detected during the retraction curve.
In addition to directly extracted data on the maximum
adhesive force, further data may be calculated from the
force–displacement curve. The area enclosed between the
approach force curve and the retract force curve accounts for
the dissipation of the energy per oscillation cycle. Finally,
the maximum deformation of the sample is calculated as the
difference in the piezo-displacement between the points of
maximum and zero force, measured along the approach curve,
and corrected for the change in the deflection of the can-
tilever. The calculated value includes both elastic and plastic
contributions and reaches its maximum at the peak force.

An illustrative example is shown in Figure 6.9, where
a phase-separated polyurethane synthesized form of 4,4′-
methylenbis (phenyl isocyanate) (MDI), 1,4-butanediol (BD),
and poly(tetrahydrofurane) polyether polyol (PTHF) was
analyzed by PFT AFM. The data confirm that stiff and soft
segments of the phase-separated polyurethane samples can
be resolved at nanoscale resolution. Compared to intermittent
contact mode phase imaging, these data reveal contrast
directly due to the elastic moduli of the segments [20].
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Figure 6.9 DMT modulus images with corresponding representative cross sections of linear-phase-separated polyurethane sample obtained
by PFT mode AFM. The labels denote the ratio of the isocyanate to hydroxyl groups (NCO/OH), which changed between 0.940 and 1.150.
The –OH functional group ratio of polyol/total diol (poly-(OH)/OH ratio) was kept constant at 0.4 in all experiments. Reprinted from [20].
Copyright 2010. Elsevier.

6.3 IMAGING OF POLYMER MORPHOLOGY

The AFM techniques briefly introduced above provide direct
real-space access on structures and phases on all relevant
length scales of hierarchical ordering of polymers. The sub-
sequent sections shall not encompass all possible structures
and examples of polymer morphology, but rather focus on
selected examples that illustrate the rich information extracted
from AFM. These examples include classic morphologies,
as well as more recently reported polymeric nano- and
microstructures.

6.3.1 Single Polymer Chains

Individual (bio)polymer molecules, in particular if they are
long and shape persistent, can be easily imaged by intermit-
tent contact or PFT mode AFM. Noteworthy is the difference
in step heights measured with these two related mode. While
intermittent contact mode AFM shows systematically too low
heights for DNA (the example shown in Fig. 6.10a is plas-
mid DNA on highly oriented pyrolytic graphite), PFT mode
AFM shows step height values that coincide with the structural
model and diffraction data (Fig. 6.10b). Hoogenboom et al.
could even reconstruct the oligonucleotide secondary structure
from their AFM data [21].

Molecular level detail was also discernible in intermit-
tent contact mode images of PMMA molecular brushes

with poly(n-butyl acrylate) side chains (Fig. 6.11) [22].
The polymer backbone and the grafted side chains can be
differentiated in these individual molecules, giving rise to
a nonensemble average characterization of macromolecular
architectures that cannot be done with nonmicroscopic
techniques. This is also true for the analysis of branch-
ing (Fig. 6.12) [23]. Sheiko and coworkers demonstrated
that molecularly resolved AFM images afford quantitative
information about branching topology including length and
distribution of branches.

6.3.2 Crystal Structures

The periodic arrangement of polymer chains in crystallites of
semicrystalline polymers has been in the focus of early AFM
investigations, in which known, but also unknown, crystal
structures have been reported. Due to the local character of
the experiment, ensemble averaging is avoided, unlike in
conventional X-ray crystallographic methods. It is, however,
important to note that most data published in the literature
is contact mode AFM data, which represent, in most cases,
lattice resolution only. One prominent example is the structure
of poly(oxy methylene) unveiled by Snétivy and Vancso
(Fig. 6.13) [24]. The information on the periodic arrangement
of molecules is hence averaged over the length scale of the
tip–sample contact. Consequently, point defects and other
deviations in the periodic structure cannot be resolved.
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Figure 6.10 (a) Low-resolution intermittent contact mode AFM height image of plasmid DNA on HOPG obtained in ambient conditions.
Courtesy: B. Song, H. Schönherr, G. Nöll, unpublished data. (b) PFT AFM height image of DNA plasmid on mica acquired at a peak force of
49 pN in buffer showing the double-helix corrugation and height of the DNA plasmid. Reproduced unaltered with permission from [21]. Copy-
right 2014. The Authors. The Figure is covered by the CC-BY license (http://creativecommons.org/licenses/by/4.0/). Published by Wiley-VCH
Verlag GmbH & Co. KGaA, Weinheim.
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Figure 6.11 PMMA molecular brushes with poly(n-butyl acrylate) side chains of different degrees of polymerization: (a) n= 52 and (b)
n= 10. Reproduced with permission from [22]. Copyright 2001. American Chemical Society.
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Figure 6.12 AFM images of poly(n-butyl acrylate) (brushes made from poly(alkyl acrylate) and poly(alkyl methacrylate) backbones. The
branching points are highlighted by arrows in images of dense films. Further evidence for the presence of branched macromolecules is provided
by the AFM images of each brush polymers embedded in linear poly(n-butyl acrylate) matrix (white arrows pointing to branch junctions) in
panels d–f. Reproduced with permission from [23]. Copyright 2011. American Chemical Society.
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Figure 6.13 Contact mode AFM height image of POM with molecular (lattice) resolution: (a) raw data; (b) image obtained from Fourier
reconstruction. The arrow indicates the polymer chain direction (image size 7× 7 nm2). Snétivy and Vancso [24]. Reproduced with permission
of American Chemical Society.

6.3.3 Lamellar Crystals

Lamellar crystals obtained by crystallization from solution
were successfully imaged by contact mode AFM (compare
Fig. 6.2). These lamellae, including polyethylene or poly(oxy
methylene) are mechanically robust enough to retain their
shape and to suffer no noticeable damage. When scanned
under an angle of 90∘ with respect to the long axis of the
cantilever, friction forces can be recorded simultaneously. The
polyethylene specimen shown in Figure 6.2 reveals in friction
mode (Fig. 6.14) a clearly discernible sectorization, which
coincides with the direction of folding at the fold surface.
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0
0 2.5 5.0 7.5 10.0 12.5

μm

Figure 6.14 Friction force microscopy image of a solution grown
polyethylene lamellar crystal obtained in air. Schönherr and Vancso
[16]. Reproduced with permission of American Chemical Society.

Lamellar habit is also known for crystallization from
the melt under isothermal and nonisothermal conditions.
Typical views of lamellae in isotactic polypropylene or
isotactic sequences in elastomeric polypropylene are shown
in Figure 6.15, also for comparison with data discussed
in Chapter 3. The typical cross-hatched morphology with
angles of 80∘ agrees well with the theoretically predicted
and experimentally confirmed value [26]. Independent of the
AFM mode (contact mode, intermittent contact mode, pulsed
force mode) consistent observations were made.

6.3.4 Spherulites

Many polymers crystallize in the form of spherulites.
Hedrites, as early stages of development of spherulites, may
reveal information about the growth and development of
spherulites in time. As shown below in Figure 6.16, the
morphological analysis is often feasible at the free surface of
melt-crystallized films; however, permanganate-etched films
of PP can also be studied to reveal information in the depth of
a specimen [27].

6.3.5 Multiphase Systems

Constituent components in multiphase systems, such as
phase-separated blends and microphase-separated block
copolymers can be conveniently identified by various
AFM imaging modes. Compared to the qualitative or
semi-quantitative intermittent contact mode phase images,
which requires careful analysis in order to assign the phases
[28], pulsed force or PFT modes possess the advantage that
they afford pull-off force and stiffness data from the captured
force–displacement curves, which are acquired parallel to
sample topography at useful scan rates. An example of PFT
was already introduced in Figure 6.9. Here, we show an early



�

� �

�

110 IMAGING POLYMER MORPHOLOGY USING ATOMIC FORCE MICROSCOPY

(a) (b)

0 1.00
0

1.00

2.00

2.00

μm

(c)

1.50 50.0 nm

25.0 nm

0.0 nm

1.00

0.50

0
0 0.50 1.00 1.50

μm (d)

0.5 v

0.3 v

0.0 v

0

1.50

1.00

0.50

0
0.50 1.00 1.50

μm

Figure 6.15 (a) Contact mode AFM deflection image of cross-hatched morphology found at the surface of melt-crystallized isotactic PP
(image size 1.0 μm2). Cross-hatching in 𝛼-m spherulite, TC = 110 ∘C, AFM scan, 1.0 μm× 1.0 μm, force mode, NanoTip. Reproduced with
kind permission from Springer Science and Business Media from [25]. Copyright 1993. Springer-Verlag. (b) Intermittent contact mode AFM
phase image of isotactic PP in film of the heptane insoluble fraction of elastomeric PP. Courtesy: H. Schönherr, R. M. Waymouth, C. W. Frank,
unpublished data. (c) Pulsed force mode AFM height image and (d) pulsed force mode stiffness image (right) of cross-hatched lamellae of iPP.
Schönherr et al. [6]. Reproduced with permission of Springer.
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Figure 6.16 (a) Intermittent contact mode AFM height image of spin-coated iPP film on silicon after nonisothermal crystallization (film
thickness: 40 nm). Courtesy: H. Schönherr, R. M. Waymouth, C. W. Frank, unpublished data. (b) Contact mode AFM deflection image of
spherulite found at the surface of isothermally melt-crystallized iPP film (image sizes, 15 μm× 15 μm). 𝛼-m spherulite, AFM scan, force
mode, 15 μm× 15 μm, NanoTip. Schönherr et al. [25]. Reproduced with permission of Springer.
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Figure 6.17 Pulsed force mode measurement on a blend of P2VP and PtBMA spin coated on silicon. The pulsed force mode AFM images
clearly distinguish the PtBMA islands from the surrounding P2VP in both topography (a) and in adhesion (b). Reproduced with permission
from [29]. Copyright 2000. AIP Publishing LLC.
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Figure 6.18 Intermittent contact mode AFM height images of thin films of PS2048-b-PtBA1152 prior to hydrolysis and after hydrolysis in
trifluoro acetic acid, respectively. Courtesy: D. Tranchida, H. Schönherr, unpublished data.

example of blend analysis by pulsed force mode AFM, in
which a phase-separated blend of P2VP and PtBMA spin
coated on silicon was interrogated (Fig. 6.17).

Figure 6.18a and b shows intermittent contact mode AFM
height images of the morphology observed on thin-film
samples of the diblock copolymer PS2048-b-PtBA1152 prior to
hydrolysis and after hydrolysis in trifluoro acetic acid, respec-
tively. The two phases can be clearly distinguished, despite
the fact that “height” data are being displayed. As discussed
by Pickering and Vancso, the contrast in intermittent contact
height and phase images depends sensitively on the cantilever
amplitude and the amplitude set point ratio [28]. From the
fast Fourier transforms (FFT) (see insets in Fig. 6.18) and
the power spectral density, the periodicities of the phases
can be estimated and thereby it can be checked whether the
hydrolysis altered the morphology.

6.3.6 Polymeric Nanostructures

With its proven capabilities to image the structure and
nanoscale composition of polymers, AFM can be applied to a
sheer unlimited range of problems. Below we show a concise
collection of examples that illustrate the power of AMF to
analyze essentially nano- or microstructured polymers and
architectures “as is” in ambient conditions.

6.3.6.1 Nanofibers The first example is a study on the
organization of lamellae in electrospun fibers of a semicrys-
talline polymer. Poly(𝜀-caprolactone) has been spun into
submicron fibers by electrospinning [30, 31]. The fiber
morphology can be imaged successfully by intermittent
contact mode AFM, as shown in Figure 6.19a, where a rather
dense web of electrospun poly(𝜀-caprolactone) fibers can
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Figure 6.19 Intermittent contact mode AFM phase images of electrospun poly(𝜀-caprolactone) fibers. The white arrows highlight parts of
the fiber that could not be imaged due to sidewall contact of the tip. Reproduced with permission from [32]. Copyright 2014. The Royal Society
of Chemistry.
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Figure 6.20 (a) Schematic of polymersome formation of poly(styrene)-block-poly(acrylic acid) and intermittent contact mode AFM height
image of (b) PS115-b-PAA15 vesicles and (c) PEG114-b-PLA167 vesicles deposited on glass substrate. Courtesy: D. Wesner, S. Handschuh-Wang,
H. Schönherr, unpublished data.

be recognized. In the close up in Figure 6.19b, however, it
become apparent that the steep sidewalls cannot be imaged
by the AFM probe tip, as the tip–sample contact is at the
sidewalls not defined by the point of the tip, but rather by
the sides of the pyramid. Despite this shortcoming, the phase
images reveal the lamellar organization, which was found
to be better aligned at 90∘ to the fiber axis for thinner fibers
compared to the thicker fiber (Fig. 6.19c).

6.3.6.2 Polymeric Vesicles Polymeric vesicles (polymer-
somes) formed by self-organization of amphiphilic block
copolymers are interesting hollow containers for encapsu-
lation and controlled release strategies. They are assembled
in liquid medium and may encapsulate water-soluble
molecules in their aqueous interior. The wall is formed
by the amphiphilic polymers, as shown in the scheme in
Figure 6.20. Using intermittent contact mode AFM, the
structure of the dried vesicles was unraveled on a glass
substrate. By comparing the measured vesicle height to the
dimensions determined by dynamic light scattering or SEM,

the degree of deformation of the vesicles on the substrate,
that is, the deviation of the shape from the spherical shape
adopted by the vesicles in solution, can be determined.
While poly(styrene)-block-poly(acrylic acid) vesicles deform
only slightly (Fig. 6.20a), softer polymers may result in a
collapsed wall, as has been observed for block copolymers of
polyethylene and poly(lactic acid) (Fig. 6.20b).

6.3.6.3 Micropatterned Polymer Brushes Micropatterned
polymer brushes are interesting interfacial polymer archi-
tectures for the control of interactions at biointerfaces. They
can be conveniently synthesized by surface-initiated poly-
merization starting from micropatterned initiator monolayers
using suitable monomers [33]. Depending on the type of
monomer, protein-resistant or even stimulus-responsive
brushes are obtained. A prominent example are brushes of
poly(oligo ethylene glycol methacrylate), which have been
shown to impart excellent protein resistance to surfaces. The
characterization of the brush height is often carried out by
ellipsometry or related methods in the dry state. In buffer
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Figure 6.21 Schematic and intermittent contact mode AFM height
images acquired on a patterned PDEGMA brush (a) in air and (b)
in buffer. The apparent thickness increases from 41 to 75 nm due to
swelling of the brush. Tranchida et al. [34]. Reproduced with permis-
sion of American Chemical Society.

or aqueous medium, the brushes may swell considerably, as
shown in Figure 6.21 in intermittent contact mode height
images of a micropatterned poly(diethylene glycol methacry-
late) (PDEGMA) brush that was imaged first in ambient air
and then after equilibration in the liquid cell in phosphate
buffer. Force–displacement measurements may also unravel
the mechanical properties [34].
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Figure 6.22 Compositional map of phase separated blend of polybutadiene/polystyrene on glass in (a) f–d curve mode and (b) intermittent
contact mode phase imaging. Krämer et al. [40]. Reproduced with permission of Elsevier.

6.4 PROPERTY MAPPING

In addition to its undoubted imaging capabilities that give
access to structures and thus quantitative height profiles,
AFM has also its benefits in mapping surface properties.
This unique aspect is discussed only briefly using relevant
examples for polymers.

6.4.1 Nanomechanical Properties

Because AFM is based on forces between the nanoprobe tip
and the surface, the method is inherently suited to analyze
mechanical properties of polymers. This has been realized
experimentally very early [35]. For polymers, the determina-
tion of nanomechanical response of polymers, measurements
of viscoelasticity by contact resonance force microscopy [36]
and AFM nanorheology [37] have been reported. These more
specialized modes are not further discussed as they are not
considered to be standard methods.

Elastic properties can be assessed quantitatively by AFM
in point-by-point force–displacement measurements (nanoin-
dentation). The rigorous quantification of elastic moduli
requires a thorough characterization of the indenter geometry
and size as well as the use of an appropriate model to describe
the contact between tip and sample. Previous work, for
example, by Tranchida et al. [38] and Cappella and coworkers
[39] has shown that excellent agreement between data from
conventional mechanical testing and AFM nanoindentation
can be obtained (see also Chapter 17).

A lateral resolution of 6 nm for mechanical property
mapping has been recently reported in a comparative tapping
force–displacement AFM study of thin-film blends of polybu-
tadiene/polystyrene on glass by Cappella and coworkers [40]
(Fig. 6.22). The measurement of force–distance curves gave
access to quantitative Young’s moduli and adhesion data that
were useful to unveil the aging behavior of the blend exposed
to air. The aging resulted in an increase of the Young’s
modulus due to cross-linking and dewetting processes.
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Figure 6.23 Mechanical surface properties of an unetched ePP sample measured via quantitative nanomechanical mapping: (a) Approach and
retract curves of a single force-versus-separation measurement. The derived physical quantities are highlighted in the graph. (b) Topography
image. The bright areas correspond to the crystalline regions of the polymer, whereas the dark areas correspond to the amorphous regions. (c)
Corresponding error map for the feedback loop maintaining a constant peak force of 8 nN during imaging. (d) Elasticity map of ePP derived
from a DMT model fit. The crystals appear bright due to their high stiffness. (e) Adhesion map of ePP. Please note the inverted contrast. The
force necessary to separate the tip from the amorphous regions is greater than the adhesion force on crystalline regions. (f) Map of the energy
dissipated between the tip and the sample surface during one oscillation cycle. The determined cantilever/tip properties are k= 6.6 N/m and
R= 8 nm. Voss et al. [41]. Reproduced with permission of American Chemical Society.
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Figure 6.24 (a) The basic experimental configuration for local thermal analysis (LTA). (b) z-Sensor signal as a function of applied voltage.
Fischinger et al. [42]. Reproduced with permission of American Chemical Society.

Using the newer dynamic modes, such as PFT, a more
rapid assessment of the mechanical response of polymers can
be recorded. If continuum contact mechanics models, such
as the Hertz model, the Johnson–Kendall–Roberts (JKR)
model, or the Derjaguin−Muller−Toporov (DMT) model are
applicable, the data can be rapidly analyzed (see Chapter 17).
This is illustrated in the work by Voss and coworkers, who
analyzed the difference between the mechanical properties
of elastomeric polypropylene at the surface and in the bulk
by AFM in the PFT mode (Fig. 6.23) [41]. Via wet-chemical
ablation access to the bulk was afforded in a layer-by-layer
fashion. On top of the as-prepared samples, little difference in
mechanical properties was observed for the amorphous and
the crystalline regions due to an approximately 20 nm thin
amorphous top layer. In the bulk, that is, when this top layer
was removed, the modulus of crystalline regions was found
to be greater than that of amorphous regions. Figure 6.23
shows the simultaneously captured maps of topography
and mechanical surface properties of a pristine sample of
elastomeric polypropylene.

6.4.2 Scanning Thermal Microscopy

The localized measurement of thermal properties is feasible
using heated AFM probes. Initially, relatively large Wol-
laston wire probes were utilized in scanning thermal probe
microscopy; more recently microfabricated probes have
become available. Using such probe tips, thermal transitions,
such as glass transition temperatures, can be analyzed locally.
For instance, the effect of film thickness on Tg can be
determined by measuring the surface softening temperature
of corresponding polymer films using a heated AFM-like tip
via the change in cantilever deflection induced by the onset of
the transition.

In such an experiment, the thermal probe is engaged on the
polymer and the force is kept constant by the feedback loop.
Using the thermal probe, it is possible to control and measure
the tip temperature by varying the voltage applied to the ther-
mal probe. The response of a closed-loop feedback loop can
be assessed from the z-sensor signal, as shown in Figure 6.24

[42]. Noteworthy are the thermal expansion of the film and the
inflection point of the curve, which signifies the onset of tip
penetration into the softened polymer.

The combination of AFM with other techniques enhances
obviously the capabilities of the isolated techniques for the
study of polymers and polymer morphologies. Particularly
interesting is the combination of AFM with spectroscopic
techniques, such as (confocal) Raman or fluorescence
microscopy and/or spectroscopy. These diffraction-limited
techniques cannot rival the AFM in terms of spatial resolu-
tion. However, the added information (vibrational fingerprint
information or emission of embedded fluorescent molecules)
goes well beyond the capabilities of conventional AFM.

More recently, the implementation of newly developed
AFM approaches that beat the diffraction limit have garnered
increasing attention. In particular AFM-infrared (IR) spec-
troscopy appears to be useful for the label-free identification
of local chemical composition. The AFM-IR technique
exploits a pulsed, tunable IR laser that irradiates the sample.
Upon absorption of light of a suitable wavelength due to the
excitation of molecular vibrations in the polymer, a rapid
thermal expansion in the sample is induced, which is detected
by a resonant AFM probe. Spectral information and position
(plus all additional AFM information) is thereby captured
simultaneously [43, 44]. Similarly, optical microscopy includ-
ing fluorescence spectroscopy can be operated in parallel to
the AFM operation in inverted optic microscopes, giving rise
to simultaneous data acquisition. These combined techniques
possess again countless applications that go well beyond mere
imaging of morphologies, but allow one to interrogate and ana-
lyze advanced polymer materials at the micro- and nanoscale.
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FTIR IMAGING OF POLYMERIC MATERIALS

S. G. Kazarian and K. L. A. Chan
Department of Chemical Engineering, Imperial College London, London, UK

7.1 INTRODUCTION

In polymer processing, whether it is a blending, annealing
or diffusion process, it is vital to characterize the chem-
ical composition and spatial distribution of the materials
involved. Fourier transform infrared (FTIR) spectroscopy
has traditionally been used as a powerful nondestructive
material identification method, as well as an important tool
to study intermolecular interactions and different polymer
morphologies. With the introduction of infrared (IR) micro-
scopes and array detectors, chemical imaging using FTIR
spectroscopy has become an established tool in polymer
analysis.

In this chapter, we introduce the principles of the FTIR
imaging method and some of the recent applications of FTIR
imaging in the study of polymeric materials. This includes
an introduction to the general approach of FTIR image
acquisition, the transmission and attenuated total reflection
(ATR) modes of measurement, the different approaches of
measuring liquid and solid samples, the considerations needed
to be taken in order to obtain a reliable and accurate imaging
measurement and also some of the new opportunities that
exist for FTIR imaging.

7.2 PRINCIPLES OF FTIR IMAGING

FTIR imaging is the measurement of a large number of
spatially resolved IR spectra, usually arranged in an array
format, which can then be used to form images that represent
the spatial distribution of various materials in a heterogeneous
sample. FTIR images can be collected using a mapping
approach (point-by-point measurement with the aid of an

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

aperture to restrict the area on the sample where IR light is
measured) or array detectors (linear arrays or focal plane
arrays (FPA) where no aperture is used), illustrated in
Figure 7.1. Point-by-point mapping, in comparison to the
FPA detector imaging approach, is a few orders of magnitude
slower and not as efficient. This is because the aperture used
for mapping greatly reduces the throughput of light, especially
when small apertures are used to try to obtain higher spatial
resolution images. In contrast, the FPA approach is fast. For
example, a 64× 64 pixel FPA detector can be used to simulta-
neously collect 4096 spectra in a few minutes with noise level
of 0.001 absorbance unit (a.u.). However, FPA detectors are
more expensive than the single-element MCT detectors and
the detection range is limited to above 900 cm−1. The linear
array detector method lies between these two approaches.
A linear array detector (usually in a 1× 16 pixel format)
can be used to collect 16 spectra in one measurement and
an image is collected by rastering across the sampling area.
No aperture is needed and thus this system gives a similar
throughput of light as a system that employs an FPA detector.
The speed of measurements is also comparable to the systems
that utilize an FPA detector. The measured spectral range is
larger than the FPA approach (down to 720 cm−1), but because
images are collected by rastering, not all spectra are measured
simultaneously.

Each of the measured spectra becomes a pixel which,
when placed together, forms the final image (see Fig. 7.1).
The spectral imaging data is therefore a three-dimensional
data cube: the X and Y axis of the array of pixels and the
wavenumbers in the spectrum. A polymer that contains
different functional groups will produce specific spectral
bands, which can then be used as a marker for that polymer
species. The spatial distribution of the various polymer
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(a) (b) (c)

Figure 7.1 A schematic showing the difference between (a) single-element mapping where each pixel on the image is collected individually
and consecutively, (b) linear array mapping where a line of 16 pixels are collected simultaneously while each line is collected consecutively,
and (c) FPA imaging where all 64× 64 or 128× 128 pixels are collected simultaneously.

species can be presented as 2D maps by plotting the integrated
area under the specific band that characterizes each of the
components in the mixture across all the pixels measured.
As an example, earlier work has demonstrated that chemical
images showing the spatial distribution of polyamide (PA),
silicon oil, and polytetrafluoroethylene (PTFE) in a blend
can be obtained on the basis of distinct spectral bands of
the three components [1]. The characteristic spectral bands
used in that study are the 1640 cm−1 band representing the
PA, the 1260 cm−1 band representing the silicon oil, and the
1155 cm−1 band representing the PTFE. Chemical images
representing the spatial distribution of the concentration of
the component in the sample have been generated using these
three bands. The chemical images revealed that the PA is the
major component in the PA–PTFE blend, while the PTFE
formed small domains (<50 μm) and the silicon oil is present

next to the PTFE clusters (see Fig.7.2). In comparison to the
visible image, the contrast between the different polymers
in the blend is greatly enhanced in the FTIR chemical
images.

The different chemical images generated in Figure 7.2 are
obtained from a single imaging measurement which makes
FTIR imaging a powerful tool to quantitatively track multiple
components simultaneously. Because absorbance, A, is pro-
portional to concentration, c, according to the Beer–Lambert
law (𝜀 is the molar absorptivity and l is the path length,
Eq. 7.1), these maps can also be presented as concentration
maps when a suitable calibration curve is made. The colors
on the map can then be assigned to a concentration according
to the calibration curve.

A = 𝜀cl (7.1)

Visible

(a) (b) (c) (d)50 µm

PA

PA
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PTFE

PTFE Silicon Oil

Figure 7.2 Transmission FTIR images of PA, silicone oil, and PTFE in the polymer blend. Image size is 266× 266 μm2. (a) Visible image of
the polymer blend. FTIR images created by integrating, (b) the polyamide band between 1677 and 1597 cm−1, (c) the silicone oil band between
1290 and 1240 cm−1, and (d) the PTFE band between 1174 and 1122 cm−1. Red regions represent a high concentration, while blue regions
represent a low concentration. (See eBooks for color version of this figure).
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It is important to note that FTIR images provide not only an
enhanced image contrast, compared to a visible image, but also
provides the identification of the different polymer species,
the concentration, and the molecular state of the polymers at
localized areas.

7.3 SAMPLING METHODS

7.3.1 Transmission Mode

In a transmission measurement, the IR light passes through the
sample and the absorbance of light is calculated by comparing
the measured intensity to a reference measurement. The
sample can be measured in a microscope for high spatial
resolution imaging or in a large sample compartment (also
called the macro sample chamber) to image with a larger
field of view. Samples should be flat and relatively thin (i.e.,
a film) and the film thickness, which determines the path
length, should be uniform. A nonuniform film thickness could
produce complications in the result, where the absorbance can
be strongly influenced by the sample thickness as well as the
composition (see Eq. 7.1). In this case, the band ratio should
be adapted to remove contribution of absorbance variation due
to heterogeneity in film thickness [2]. The result of this ratio
will be

A1

A2
=
𝜀1c1

𝜀2c2
(7.2)

where the subscript “1” and “2” represent the two components
that produced the different absorbance used in the band ratio.
The sample can be measured as a free-standing film (in which
case, air should be measured as the background) or on an IR
transparent substrate such as CaF2, BaF2, or ZnSe where the
clean substrate should be used as the background.

7.3.1.1 Liquid Cell A liquid cell with a known path length
may be used to produce a liquid sample film of uniform
thickness for the imaging measurement. The assembly of the
major part of a liquid cell is illustrated in Figure 7.3. The path
length is governed by the thickness of the spacer in between
the two windows. A liquid cell is also useful in the study
of solvent interactions with polymer films. Early examples
include the studies of solvent diffusion into a polymer and the
dissolution of a polymer in organic solvents [3–6]. The inter-
action between water and polymer can also be studied using a
liquid cell, such as the study of polymer dissolution in water
in transmission mode. However, studying a system containing
water in transmission is a challenging task because water
has strong absorbance in the 3700–3000 cm−1 region (O–H
stretching band) as well as in the 1700–1600 cm−1 region
(O–H bending band) and below 1000 cm−1 (water librations)
[7]. When the spectral region of interest is masked by the
absorption of water band, deuterated water (D2O) may be
used where the O–H bands are replaced with O–D bands. The

IR beam to Objective

IR beam from condenser

Liquid sample/

solvent

IR transparent

window

Spacer for the liquid

cell

IR transparent

window

Figure 7.3 Schematic showing the major components of a liquid
FTIR cell. The cell is shown as assembled to display the various com-
ponents (liquid cell holder not shown).

strong absorbance of D2O is in the 2750–2100 cm−1 region
(O–D stretching band) as well as in the 1250–1150 cm−1

region (O–D bending) [8]. Water may be replaced with
D2O without complications, provided that the polymer
does not undergo H–D isotopic exchange or the exchange
is insignificant within the time frame of the experiment.
The experiment must also be designed to prevent isotopic
exchange with atmospheric water. Otherwise, the formation
of HDO can complicate the spectrum by introducing an
absorbance band at around 1460 cm−1 (HDO bending mode)
and other new bands associated with the H–D exchange. On
the other hand, the isotopic exchange between H and D can be
used as an indicator for the study of diffusion of D2O into a
polymer [9].

7.3.1.2 Refraction Effects While the liquid cell is
commonly used in single-spectrum measurements, refraction
of light at the IR windows of the liquid cell may have an
undesirable effect on the spatially resolved spectra in an
imaging measurement [10–12]. For most FTIR imaging
measurements, IR light is focused by optics onto the sample
and collected by a second set of optics before being directed to
the detector. IR light, therefore, approaches the surface of the
liquid cell at an angle and refraction occurs as a result of the
change in refractive index between the window of the liquid
cell and air. The refraction is greater when the optics used
have higher focusing power, for instance in an IR microscope.
The degree of refraction depends on the refractive index of the
window. Because the refractive index of most materials used
for IR windows (e.g., CaF2) is a function of wavenumbers,
chromatic dispersion of light occurs when the light enters and
exits the window. As a result of this dispersion, the IR light at
different wavenumbers cannot be focused to the same point
such that, when the IR light of smaller wavenumber is in
focus, the light with larger wavenumber will be out of focus
and vice versa [12]. Strategies to reduce the dispersion of light
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through a transmission cell include using thin CaF2 windows
[13] or thin diamond windows. Diamond is advantageous
because of its relatively constant refractive index in the
mid-IR region [14]. Another method to completely eliminate
the dispersion through the liquid cell using a window of
ordinary thickness (∼4 mm) has been recently introduced
[12]. This method involves the use of a lens, which creates
a hemisphere above the sample when placed on the window.
The lens, which is made of the same material as the windows,
has shown to be able to remove the refraction such that the
chromatic dispersion effect is eliminated when light passes
through the transmission cell.

7.3.2 Attenuated Total Reflection (ATR) Mode

The ATR sampling mode is suitable for samples when
microtoming is not possible (or not desirable) or when a small
path length is needed for the measurement of materials with
strongly absorbing IR bands. When measuring in the ATR
mode, in contrast to the transmission mode, IR light does not
pass through the whole sample. Instead, the IR light enters an
IR transparent ATR element with a high refractive index (e.g.,
diamond, ZnSe2, or germanium) and undergoes total internal
reflection at the interface between the ATR element and the
sample before exiting and being directed to the IR detector.
At the region where IR light is internally reflected, the IR
light penetrates into the sample as an evanescent wave and the
absorption of the IR light from the sample will attenuate the
light (see Fig. 7.4).

This attenuation of light is then recorded as absorbance in
the spectrum. The light penetrates into the sample at a depth
given by the following equation [15]:

dp = 𝜆

2𝜋n1

(
sin2

𝜃 −
(

n2
n1

)2
)0.5

(7.3)

dp corresponds to the depth of penetration where the strength
of the evanescent wave decays accordingly to e−1 of the
field strength at the interface. Typical values of dp for ranges
between 0.2 and 5 μm depending on the wavelength of light,
𝜆, angle of incidence 𝜃 (which should be equal or greater than
the critical angle) and the refractive index of the ATR element,
n1 and sample, n2. Note that dp is not the same as the effective
path length (de) in an ATR measurement. However, de is of a

Sample
Evanescent wave

ATR element

IR light To detector

Figure 7.4 Schematic of a typical ATR–FTIR measurement.

magnitude similar to that of dp and is given by [15, 16]

de

𝜆
=

n2
n1

cos 𝜃

[
3sin2

𝜃 − 2
(

n2
n1

)2
+
(

n2
n1

)2
sin2

𝜃

]
2𝜋

(
1 −

(
n2

n1

)2
)[(

1 +
(

n2

n1

)2
)

sin2
𝜃 −

(
n2

n1

)2
]

×

(
sin2

𝜃 −
(

n2

n1

)2
)0.5

(7.4)

For thick samples, both dp and de are independent of
sample thickness; hence, an ATR measurement often involves
no microtoming and minimal sample preparation. The rela-
tively small path length generated in an ATR measurement
allows the study of polymer dissolution in water without being
significantly obscured by the strong water absorbance [17].
The small depth of penetration means that the measurement
in ATR mode requires the sample to be in intimate contact
with the ATR element for the measurement to be reproducible
and reliable. A uniform contact is especially important for
ATR imaging because the absorbance will not follow the
Beer–Lambert law (Eq. 7.1) when the sample is not in good
contact with the ATR element. The image generated on
the basis of the variation in absorbance across the different
points on the map will be dominated by the variation in the
quality of contact across the imaged area rather than the
composition. To ensure a good contact is achieved, samples
can be simply deposited directly onto the ATR element when
in a liquid form or may need to be pressed if a solid. Polymers
with low melting points can also be melted onto the ATR
surface to ensure a good uniform contact is made. Because
only one side of the sample is required to be in contact with
the ATR element, the sample can be exposed to various
environments including high-pressure gases and temperatures
providing an opportunity for studying polymer processing
in situ. We have demonstrated this by studying the effects
of temperature and CO2 pressure on the speed of diffusion
between two mixable polymers [18] and phase separation
between a poly(vinylmethylether) (PVME) and a polystyrene
(PS) blend [19]. The PVME–PS blend is a mixture that
exhibits a low critical solution temperature (LCST) such that
phase separation occurs when the temperature is increased
to above the LCST. However, phase separation of the blend
can also be induced by subjecting the blend to high-pressure
CO2. We have studied this process by applying in situ
ATR–FTIR imaging to monitor the chemical distribution of
the blend before and during exposure to high-pressure CO2
(see Fig. 7.5) [19]. The results showed that the blend phase
separated when subjected to high-pressure CO2 without a
change in the temperature, demonstrating that high-pressure
CO2 can mimic the effect of high temperature on polymer
blends with an LCST.

As dp is dependent on the angle of incidence, an opportu-
nity exists to change the angle of incidence for depth profiling
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Figure 7.5 ATR–FTIR images of a PS-PVME blend before (a and
c) and during exposure to 60 bar of CO2 (b and d). The images (a and
b) are based on the spectral band of PS, while images c and d are based
on the spectral band of PVME. (e) Spectra extracted from PVME-rich
(blue) and PS-rich (red) domains. Kazarian and Chan [19]. Repro-
duced with permission of the American Chemical Society. (See color
plate section for the color representation of this figure.)

purposes. Depth profiling, by changing the angle of incidence,
is an established technique in ATR–FTIR studies. However,
only recently, the combination of variable angle of incidence
with imaging has been demonstrated [20]. We have shown
that it is possible to resolve polymer films of 240–400 nm
thickness, embedded in a polymer laminar using the variable
angle method in ATR–FTIR imaging [21]. Two laminates of
four polymer films were created. The main difference between
the two laminate was in the order of the polymer layers. The
first laminate, S1, consisted of PS – poly(butyl methacrylate)

(PBMA) – polycarbonate (PC) – poly(dimethylsiloxane)
(PDMS) layers, while the second laminate, S2, consisted of
PS–PC–PBMA–PDMS. The thickness of PC and PBMA is
on the order of 240–400 nm. Experimental results have shown
that the variable angle imaging technique can clearly distin-
guish between the two laminates and the order of the polymer
films can be accurately determined (see Fig. 7.6) [21].

It is important to remember that de is also a function of
the angle of incidence; therefore, when using the ATR–FTIR
imaging approach, it is important to ensure that the angle
of incidence across the imaging area is uniform. A previous
report has shown that when using a specific ATR acces-
sory, which has limited room for alignment, a gradient of
absorbance of a pure liquid across the imaged area is observed
(the so-called gradient effect) [22]. This gradient effect can be
minimized or removed by ensuring that the alignment of the
ATR accessory is optimized. It is, therefore, recommended
that testing of the alignment should include a measurement
of a pure liquid, such as paraffin oil, to ensure that the
measurement produces a uniform absorbance of the liquid
across the imaged area [16], which is especially important
when quantitative analysis is needed.

7.4 SPATIAL RESOLUTION

In an FTIR image, whether it is collected via mapping, FPA, or
linear array detectors, each spectrum is collected from a spe-
cific area of a sample which forms one of the pixels of the
image. The size of that area is dependent on a number of fac-
tors, such as the aperture size (if images were collected via
point-by-point mapping) and the magnification of the optical
system (or projected pixel size). The size of this area where
spectral information is collected in a single pixel is determined
by the spatial resolution of the system, which is limited by the
diffraction effect for imaging systems with far-field optics. It
is important to stress the significance of this because there has
been a misconception that spatial resolution is the same as the
projected pixel size. The Rayleigh criterion can be used to esti-
mate the expected resolving power of an optical system, which
is given as an Equation 7.4 below:

r = 0.61𝜆
n sin 𝜃

(7.4)

where n is the refractive index of the medium where light
approaches the sample, 𝜃 is the angle of the marginal ray
collected by the objective. Together, nsin𝜃 is the numerical
aperture (NA) of the system, which is often indicated as a
reference for the resolving power. 𝜆 is the wavelength of light
and r is the distance required to have a minimum contrast
of 26.4% between two nearby objects. When a diffraction
limited image is achieved, the spatial resolution will not be
increased by using a smaller aperture or higher magnifying
optics without increasing the NA of the system. A recent
report has indicated that diffraction-limited images can be
achieved when the projected pixel size is at least 1/4th of
ref. [23].
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Figure 7.6 Variable angle ATR–FTIR imaging of two polymer laminate samples. S1 consists of PS–PBMA–PC–PDMA layers, while S2
consists of PS–PC–PBMA–PDMS layers. The setup of the experiment is shown on the schematic on the left and the imaging results are shown
on the right. A selection of apertures can be introduced to allow only part of the IR beam with restricted angle of incidence to reach the sample.
The position of the aperture determines the resultant angle of incidence of the measurement. The angle of incidence is indicated on the left of
the imaging result. The dp has an inverse relationship to the angle of incidence, that is, 50.1o represents a shallow dp, while 42.6o represents a
larger dp. Frosch et al. [21]. Reproduced with permission of the American Chemical Society.

7.4.1 Transmission FTIR Imaging

The large sample compartment usually consists of 1:1 mag-
nification optics with low NAs (<0.1) and does not involve
a motorized stage. The spatial resolution is therefore on the
order of 40 μm, which is similar to the physical and projected
pixel size. Using an IR microscope in transmission mode, IR
light from the interferometer is focused to the sample by a
condenser where the light passes through and is absorbed by
the sample before being collected by the objective. Typically,
a 15× objective with an NA of 0.4 is used, providing a spatial
resolution of ∼15 μm depending on the wavelength of light
used. To resolve smaller domains, an objective with a higher
NA will be required. Previous work has shown that a 74×
objective with an NA of 0.65 can be used in transmission
mode for high spatial resolution imaging. However, with such

high-power magnification, a multibeam synchrotron source
was needed to improve the spectral quality [23]. We have
recently demonstrated that by introducing a CaF2 hemisphere
on top of a sample in a transmission FTIR imaging, the NA
of the system is increased by ∼1.4 times (the refractive index
of CaF2), from 0.4 to 0.56, without any modification to the
existing FTIR imaging system. An increase in sharpness of
the image and magnification can be clearly observed (see
Fig. 7.7) [12].

7.4.2 ATR–FTIR Spectroscopic Imaging

Similar to the transmission measurement, samples can be
measured using the microscope or the large sample com-
partment in ATR mode. The large sample compartment is
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Figure 7.7 Transmission FTIR image of a USAF spatial resolution target (a) without lens (imaging size of 341 μm× 341 μm) and (b) with
lens (imaging size of 240 μm× 240 μm). Chan and Kazarian [12]. Reproduced with permission of the American Chemical Society. (See color
plate section for the color representation of this figure.)
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designed to accommodate larger samples or accessories, for
example, high-pressure ATR cells that are normally not easy
to fit under a microscope objective. It provides a larger field
of view but with lower spatial resolution. A diamond ATR
accessory that provides an intermediate spatial resolution
(∼15 μm) is also available [24]. This accessory employs a
small diamond (an inverted prism that gives an imaging area
of ∼0.6 mm× 0.6 mm) as the ATR element and uses optics to
focus and collect light through the small diamond. However, it
has been shown that it is crucial to ensure that good alignment
is achieved with this type of measurement [16] to avoid the
gradient effect (a small but noticeable change in absorbance
across the image from a uniform sample) as a result of a
spread of the angle of incidence across the imaging area in
the ATR imaging measurement [22]. A small aperture can
be inserted to limit the spread of the angle of incidence but
this will result in a reduced throughput of light [25]. On the
other hand, the introduction of the aperture provides a new
opportunity to control the angle of incidence for the depth
profiling of a sample with imaging (see Fig. 7.6) [25]. A larger
imaging area can be obtained by using expanded optics, which
is useful in high-throughput studies and sample deposition
[26] but comes at the expense of poorer spatial resolution. A
solution to this is to combine imaging with mapping, similar
to the linear array approach, achieving a larger field of view
without a reduction in spatial resolution. However, in this
way, not all pixels on the image are measured simultaneously
and therefore can only be suitable for static system or very
slow dynamic system [27, 28].

Micro-ATR imaging is an ATR–FTIR imaging measure-
ment using an infrared microscope. Apart from the fact that
the optics employed in the microscope have higher magnifica-
tion and NAs, one of the main differences between micro- and
macro-ATR is the shape of the ATR element. In macro-ATR
imaging, the ATR element is often a prism and therefore
infrared light refracts as it enters the ATR element. Because
NA= nsin𝜃, the refraction reduces the sin𝜃 component that
compensated for the increase in n for the light approaching the
samples in a high-refractive-index ATR element. The overall
NA, therefore, remains unchanged through the ATR prism.
Fortunately, the NAs in macro-ATR mode are often relatively
small (<0.1) or a diamond is used as the ATR element, and
the effect of dispersion from the refraction is less severe when
compared to imaging through a liquid cell in a microscope
in transmission (Section 7.3.1.1). In micro-ATR, the ATR
element is a hemisphere or a section of a hemisphere. IR light
enters the hemisphere of high refractive index element without
refraction. The NA is increased as a result of the increase
in the value of n, which results in an increase in resolving
power. A fourfold improvement in spatial resolution, when
compared to images measured in transmission mode with
the same microscope, has been demonstrated using a Ge
hemisphere [24]. Images with spatial resolution of 2–4 μm
can be achieved, which helps in resolving small domains in,
for example, a polymer blend [1, 29].

7.5 RECENT APPLICATIONS

7.5.1 Polymer Blends

FTIR imaging has shown to be a valuable tool in the study
of polymer blends [30]. One of the important products where
polymer blends are often used is for compacted pharma-
ceutical tablets. Pharmaceutical tablets are formulated with
various polymer blends to achieve the desirable dissolution
characteristics. We have applied ATR–FTIR imaging and
X-ray microtomography to assess the effect of compaction
and composition on the distribution of a model drug, caffeine,
in a matrix of hydroxypropyl methylcellulose (HPMC).
While the ATR–FTIR imaging approach can be used to
characterize the drug and the different components in the
polymer blend, due to the small depth of penetration of the
ATR measurement, this technique can only measure the outer
layer of the intact tablet. X-ray tomography, on the other
hand can be used to obtain a 3D image of the tablet but the
resulting image is based on density which, in contrast, is not
chemical specific. The combined method allows the best of
both techniques to be realized: ATR–FTIR imaging for the
high chemical specificity and X-ray microtomography for
the nondestructive 3D imaging capability (see Fig. 7.8) [31].
The X-ray microtomograph has shown localized domains
of high density of 100–150 μm, but without providing the
chemical information for these domains. Imaging over the
same area of the tablet with the ATR–FTIR method has
revealed that these localized domains of 100–150 μm domains
are caffeine. Overlaying the two images has shown a similar
pattern (caffeine appeared to be more dense than HPMC).
The two images, however, did not overlay exactly because
of the difference in sampling volume by the two imaging
methods.

By blending the natural polymers cellulose and
bacterial-synthesized biopolymer (PHBV) using an ionic
liquid as the processing solvent, the effect of polymer
composition on the final spatial distribution has been shown
by both micro-ATR–FTIR imaging and scanning electron
microscopy [32]. In this study, the two polymers were clearly
distinguished by the spectral features of the polymers (the
biopolymer contains a strong carbonyl band at 1730 cm−1 and
the cellulose contain a strong C–O–C band at 1030 cm−1).
Images (Fig. 7.9) showing their relative concentration over the
imaged area were generated and shown to be complementary,
consistent with the fact that it is a binary mixture.

In addition to determining the spatial distribution, it is
also possible to monitor molecular interactions between the
polymers in the blend. A shift and change in the ratio of
the absorbance of carbonyl bands as a function of blend
composition has been used as an indicator of a change in the
hydrogen bonding between the polymers[32]. Apart from
studying blends, FTIR imaging has been used to verify the
homogeneity in samples [33] including novel polymerization
processes of the conductive polymer polyaniline [34], esti-
mation of the size of liquid crystal inclusions in a polymer
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Figure 7.8 Images showing the results from FTIR spectroscopy compared with images from X-ray microtomography. The top set of images
shows the results for the 100- 125-μm particle size of caffeine. The bottom set shows the data for the 125- 150-μm particle size. The FTIR data
is shown on the right-hand side, the key area of the X-ray tomography is shown in the middle, and the FTIR is layered over the X-ray data for
comparison on the left-hand side. Wray et al. [31]. Reproduced with permission of John Wiley and Sons. (See color plate section for the color
representation of this figure.)

matrix [35] and differences in spatial distribution of curdlan
(a bacterial polysaccharide) in hydrogels formed at different
temperatures [36]. FTIR imaging has also been applied to
study blends of poly(𝜀-caprolactone)/chitosan fibers to assess
their homogeneity [37].

7.5.2 Polymer Processes

ATR–FTIR imaging is a highly versatile technology. The
micro-ATR element may be temporarily removed from the
microscope (depending on the manufacturer and the design
of the microscope objective) to allow in situ measurements
[38]. We have utilized this opportunity to study live cells with
micro-ATR–FTIR imaging by growing live cells directly onto
the micro-ATR element and imaging them periodically to
study the chemical changes in living cells as a function of
time [39]. A similar approach has been employed in a recent
study of polymer degradation under UV irradiation in air as a
function of exposure time by micro-ATR–FTIR imaging [40].
In this study, a polymer film was cast directly onto the ATR
element, which was removed from the microscope objective.
The polymer film on the ATR element was then subjected to
degradation conditions. The molecular changes were moni-
tored by placing the ATR element under the objective for the
measurement. The flexibility of the removable ATR element
has been clearly demonstrated. Apart from ATR mode, rapid
FTIR imaging in reflection mode has also been used to study
the effect of oxygen on the UV photopolymerization of a

micropatterned hydrogel on a gold surface. The reaction was
monitored in situ, with FTIR images measured while the
sample was exposed to UV light [41]. The demonstrated rate
of imaging was on the order of 10 s. Higher FTIR imaging
rates can be achieved by optimizing the data collection.
Up to eight FTIR images can be collected every second to
capture transient images of a fast reaction. This rapid FTIR
imaging method has also been used to investigate diffusion
and reactions in microfluidic devices [42, 43], which can, in
turn, be used to study fast reactions in polymer processes.

In addition, measurement of polymer processes (or degra-
dation, in this case) can also be studied in transmission mode.
Photooxidation of polypropylene has recently been studied
by using FTIR imaging. Polypropylene film was exposed in
UV radiation for up to 60 h and cross sections of the film
were microtomed and analyzed using FTIR imaging at 4-h
intervals. The results have caused the heterogeneous progres-
sion of oxidation in the polymer film to be reevaluated. When
combined with principle component analysis, the results
revealed that different oxidation products were produced at
different irradiation times [44]. This work demonstrated that
FTIR imaging can be a powerful tool in the study of the
oxidation process in polymer films. Other work has shown
that FTIR imaging can be combined with near-IR imaging
and principal component analysis (PCA) to study spherulite
growth in PHB and cellulose acetate butyrate (CAB) blends
(see Fig. 7.10). The combined method has been demonstrated
as a useful tool in obtaining time-resolved data to detect
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Figure 7.9 Micro-ATR–FTIR images of cellulose/PHBV blends at different compositions. Cellulose/PHBV: (a) 20/80, (b) 40/60, (c) 60/40,
and (d) 80/20. The size of each image is ca. 63 μm× 63 μm. Hameed 2011 [32]. Reproduced with permission of Elsevier. (See color plate
section for the color representation of this figure.)

changes in the molecular structures during the crystallization
process [45].

Our earlier work has shown that phase separations of a
polymer blend comprised PS and PVME under changing
temperatures and pressures of CO2 can be studied in situ
using the ATR-FTIR imaging mode [19]. Vogel et al. have
shown that the phase separation of a polymer blend of
poly(3-hydroxybutyrate (PHB), poly(l-lactic acid) (PLA) and
poly(𝜀-caprolactone) as a result of a change in blend com-
position can be studied with FTIR imaging in transmission
mode in an ex situ manner [46]. In addition, with the use of
a carefully designed temperature-controlled device, it is also
possible to perform an in situ study of the polymer processes
in transmission mode. Recently, the phase separation of a
polymer blend comprising 50:50 wt% PHB and PLA under
variable temperature has been studied in situ using both
transmission FTIR and Raman mapping. FTIR images were
used to detect the blend phase separation into PHB-rich
and PLA-rich domains at lower temperatures, based on
the first overtone of the 𝜈(C=O) band ratio of PHB and
PLA, and the process of melting of the polymer blend at

elevated temperature (25–175 ∘C) (see Fig. 7.11). Raman
mapping was used to resolve the smaller phase-separated
domains [47]. Other recent applications of FTIR imaging on
polymer processes also include the study of micropatterning
process [48], and micropatterning with polymer brushes[49]
demonstrating that FTIR imaging is a useful tool in analysis
of polymeric systems.

7.5.3 Polarized FTIR Imaging for Orientation Studies

Apart from studying the spatial distribution of blends of
different polymers, FTIR imaging can be a useful tool to
distinguish between different polymorphic forms of a pure
polymer and to study the orientation of the molecule in
a crystalline structure. One of the early demonstrations
combining polarized radiation with FTIR imaging was the
study of the stretching of poly(vinylidene fluoride) (PVDF)
film under different temperatures to observe the changes in
molecular orientation as a result of the different treatments.
The polarized FTIR imaging method has been clearly shown
to be able to characterize the difference in the change of
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Figure 7.10 (a) Visual images, (b) NIR images, and (c) IR images of the PHB/CAB blend (80:20 wt%) during isothermal crystallization
at 125∘C at around 18 min (a-1, b-1, c-1), 36 min (a-2, b-2, c-2), and 66 min (a-3, b-3, c-3). Suttiwijitpukdee 2012 [45]. Reproduced with
permission of the American Chemical Society. (See color plate section for the color representation of this figure.)

molecular conformation of the polymer film when it is
stretched at high (no change) and low temperatures (a change
from form II (𝛼) to form I (𝛽) is observed) [50].

In the study of spherulites formed in poly(ester urethane)
multiblock copolymer [51], FTIR imaging was used to reveal
valuable information about both the orientation of the polymer
chain and the composition of the spherulites. This information
was not available from the measurements obtained from
atomic force microscopy or polarized light microscopy. A
separate study has also demonstrated that linear polarized
FTIR imaging is a powerful tool for the investigation of the
crystalline and amorphous structures and chain orientation of
spherulites of PHB and isotactic poly(propylene oxide) [52].
Recently, a novel multipolarization calculation method has
been proposed and applied to obtain FTIR images showing
band structure in poly(l-lactic acid) and PHB spherulites with
the indication of local molecular chain orientation [53].

7.6 CONCLUSIONS

FTIR imaging is a highly versatile imaging approach
providing opportunities for a wide range of polymeric
studies. This chapter has shown that FTIR imaging provides

label-free measurements that give highly chemically specific
information. It can be used to obtain quantitative, spatially,
and, in some cases, temporally resolved data. The number
of different measurement modes available in FTIR imaging
makes this imaging method highly adaptive to different
applications whether the sample is a hard powder, a thin
film, a soft solid or in a liquid form. FTIR imaging in
micro-ATR mode further improves the spatial resolution
to a few micrometers, allowing the observation of small
features that were previously deemed to be too small to
be studied by FTIR imaging. The combination of variable
angle ATR with imaging also allows the study of thin films
within a polymer laminate, where the depth resolution is
not limited by diffraction. Thin-film layers of thicknesses of
240–400 nm were successfully studied by this method, which
has demonstrated that it can potentially be applied to study
the uniformity of thin-film thickness in coatings or laminates.
FTIR imaging with the diamond ATR accessory provides
an opportunity to study high-pressure and high-temperature
processes in situ. This has been demonstrated by the in situ
monitoring of the phase separation behavior of a polymer
blend under high-pressure CO2.

A number of applications in the study of polymer blends
including pharmaceutical materials and biopolymers, in situ
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Figure 7.11 Visual images, PLA–PHB band-ratio, and PHB–PLA band-ratio FTIR images of the PHB–PLA (50:50 wt%)-blend film at 25
(a), 125 (b), 165 (c), 170 (d), and 175 ∘C (e). Vogel et al. [46]. Reproduced with permission of the American Chemical Society. (See color
plate section for the color representation of this figure.)

monitoring of polymer processing such as UV degradation,
polymerization, diffusion and crystallization, intermolecular
interactions, and molecular orientation using polarized light
have been realized. As the spatial resolution, sensitivity, and
speed of FTIR imaging measurement is constantly being
improved, new exciting experimental approaches and appli-
cations of FTIR imaging in polymeric systems are expected
to be developed.
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8.1 INTRODUCTION

Investigation of the relationship between the structure and
physical properties of polymers is one of the most impor-
tant themes for polymer chemists and engineers. Polymer
structures have been determined through many types of
spectroscopy. Nuclear magnetic resonance (NMR) is now an
indispensable tool for analyzing polymer structures [1–3].

When polymers are designed as a material, polymer
morphology, which can be defined as the structure and
the phase separation of polymers on a large scale, plays an
important role in the physical properties of polymers. Polymer
morphology involves the crystallinity, crystallite, and polymer
macro-conformation, such as fringed micelles and their
formation kinetics, and so on. The morphology/property rela-
tionship of polymers has been discussed for a long time, but
not fully interpreted. Problems lie in the analytical difficulty
caused by the complicated combination of the crystalline and
amorphous phases, including their contents, arrangements,
difference in physical properties, and the existence of an
interface region between them. For example, each method
for the determination of the crystallinity, such as thermal
analysis, density, and X-ray measurements, focuses on its
own view scale, namely, “where is the borderline between
crystalline and amorphous” in terms of physical properties.
This is one reason the crystallinity evaluations by different
methods often disagree with each other. An advantage of
NMR is attributed to its ability for simultaneous estimation
of both phase contents and properties (relaxation times) on
the same scale. On the other hand, the disadvantage of NMR
exists in the difficulty of the spatial information, especially,
between nano- and micrometer scales.

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

This disadvantage can be overcome by a combination of
NMR and other techniques. Combination of NMR with X-ray
diffraction and electron microscopy is able to analyze the
structure from atomic level to macro scale. In this chapter,
the morphology/property relationship, the dynamics of
morphological transition, the kinetics of crystallization, and
so on, analyzed by the combination of NMR and other tools
are introduced.

8.2 BASIC CONCEPTS IN NMR

8.2.1 Principles of NMR

In the NMR measurements, samples are placed in a strong
magnetic field and irradiated with radiofrequency radiation.
The spin state of a nucleus splits corresponding to the spin
number I, which is called Zeeman splitting. For the nuclei of
I= 1/2, 1H, 13C, 15N, and so on, which are popular in polymer
analysis, the spin state splits into two energy states. The energy
difference is expressed by

ΔE = 𝛾hH0∕2𝜋 (8.1)

where 𝛾 and H0 are the magnetogyric ratio and the applied
magnetic field, respectively. The transition between two
energy states can be induced by the use of appropriate
electromagnetic radiation. The frequency of the radiation, 𝜈,
is expressed as follows.

𝜈 = 𝛾H0∕2𝜋 (8.2)
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Because the magnitude of 𝛾 depends on the nucleus, the
resonance frequency of 𝜈 is characteristic of the nucleus, which
enables the independent measurement of constituent elements
such as 1H and 13C.

From NMR measurements, a lot of parameters can be
obtained. Recent development of the hardware and the pulse
sequences enables us to measure structural parameters such
as the bond length, the dihedral angles, and so on, directly
[3]. However, the measurements sometimes require isotopic
labeling and long measuring time. NMR chemical shift and
the relaxation times are suitable for the practical analysis of
polymer morphology.

NMR chemical shift is the peak position and corresponds
to the resonance frequency of the nuclei. Even for the same
nucleus, the electronic environment is dependent on the chem-
ical structure and the functional groups, which is reflected in
the resonance frequency. In other words, the chemical shift is
affected by the structural changes and is the measure for the
conformation and the crystal structures [4].

There are two kinds of popular relaxation times,
spin–lattice relaxation time T1 and spin–spin relaxation
time T2. Dipolar interactions between nuclear spins in poly-
mers predominantly govern relaxation times. According to
the Bloembergen–Purcell–Pound (BPP) theory [5], T1 and T2
vary against the correlation time (𝜏c) of the molecular motion,
as indicated in Figure 8.1. T1 has the minimum at 𝜏c = 1/𝜔, in
which𝜔 is the resonance angular frequency. If the T1 minimum
is observed, the absolute correlation time of the molecular
motion can be obtained. On the other hand, T2 decreases with
an increment of 𝜏c. From these behaviors of the relaxation
times, the dynamics of polymer chain can be obtained.

For the morphological discussions, NMR measurements
must be carried out in the solid state. The cross-polarization
and magic angle sample spinning (CPMAS) for 13C and the
solid echo pulse sequence for 1H are practical methods. From
CPMAS measurements, the spectrum similar to the solution
NMR spectrum is observed. 13C NMR chemical shifts are
easily obtained from the CPMAS spectrum. Furthermore, the
application of the sequence developed by Torchia supplies
T1 in the solid state. However, 13C NMR measurements are
time consuming because of the low natural abundance of 13C
nucleus. T2 of 1H can be observed easily by the solid echo

ω–1

T1

T2

Correlation time (τc)

Figure 8.1 Correlation time dependence of T1 and T2.

sequence with 1H pulse NMR. As the sensitivity of 1H is high,
the measurement time is short enough to obtain data with high
signal-to-noise (S/N) ratio. 1H T2 is useful to discuss about
the morphology.

8.2.2 Analysis of the Free Induction Decay (FID)

From 1H pulse NMR, the free induction decay (FID) with a
large number of data points can be obtained. The curve fitting
for the observed FIDs gives the individual T2 characteristics
in the crystalline, amorphous, and interfacial phases [6–12].
Such a resolution into several components has been attempted
on a broad-line spectrum of solid polyethylene (PE) [13–16],
which reflect the sample morphologies.

Generally, in order to fit the observed FID, a series of expo-
nential functions (Eq. 8.3) are used because the distribution of
dipole interaction is expressed by Lorentzian function. This is
true for the solution, melt, and amorphous phases of the poly-
mers. Actually, a PE melt with a low molecular weight (MW)
exhibits a single exponential curve [17–20]. On the other hand,
Weibullian functions (Eq. 8.4) fit for the phase with partially
restricted motion such as the interfacial phase [8, 21].

I1(t) = A1 exp

{
−

k1t

2

}
(8.3)

I2(t) = A2 exp

{
−
(
k2t

)d2

2

}
(8.4)

where t is the decay time and A is the component ratio.
Figure 8.2 shows typical 1H-NMR FIDs for ultrahigh-

molecular-weight polyethylene (UHMW-PE) (solution-grown
crystallized (SGC), melt-grown crystallized (MGC), and the
nascent powder (POW)) samples. Each FID has a beat (a drop
and the subsequent recovery) at about 20–30 μs. The beat
component is observed for the samples with high crystallinity
[6–12, 22, 23]. The beat arises from the distribution of the
dipole interaction with the shape of a bell or a trapezoid, which
deviates from the Lorentzian function when the molecular
motion is extremely restricted. It has been already recognized
that this kind of FID can be characterized by multiplication
of Gaussian and sine functions expressed for crystals of small
molecules [24, 25].

For the polymeric materials, not only the dipole interactions
between the nearest neighbors but also those between the pro-
ton pairs with longer distances contribute to the FID profile.
Therefore, FID can be fitted by Equation 8.5 [26],

I3(t) = A3 exp

{
−
(
k3t

)d3

2

}
sin b3t

b3t
(8.5)

where d3 is the power coefficient for the Weibullian part. Here,
d3 of 2 can give the Gaussian/sine function. The actual FID was
represented by the sum of these functions ascribed to different
relaxation systems.
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Figure 8.2 1H FIDs observed at RT for SGC (A), MGC (B), and POW (C) samples.
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Figure 8.3 Observed FID and fitting with the Lorentzian, Weibullian, and Gauss/Sine functions.

Figure 8.3 illustrates the FID fitted with two amorphous
and one crystalline relaxation components for an MGC. The
fitting is carried out by the following procedure. First, the
longest relaxation was fitted in the time region of 200–400 μs.
After subtraction of the first component from FID, the residual
plots were further fitted by another amorphous component.
The resultant crystalline relaxation is well represented by
Equation 8.5. The sum of these curves is in perfect agreement
with the observed FID, as shown in Figure 8.3.

The molecular mobility is usually discussed by T2 on
the basis of BPP theory [5]. However, parameters, k1–k3
can no longer be directly compared. The mobility should be
discussed by using the width of broad-line spectrum. By using
these functions and the procedure, FID can be perfectly fitted
without ambiguity. The obtained component ratio and integral

width or T2 can be used to discuss the morphology/property
relationship directly.

In case of the FIDs with the low S/N ratio, the fitting
described sometimes produces arbitrariness. To avoid this
ambiguity, the explicit value determined from FID should be
used. If the maximum value of FID is normalized to 1 and
FID is composed of the sum of the exponentials, the area
under FID can be obtained by integration as follows:

∫
∞

0
M(t)dt =∫

∞

0

∑
i

Aie
− t

T2i dt =
∑

i

AiT2i = MP (8.6)

Equation 8.6 is the sum of the amplitude multiplied by
T2 and the increment of the longer components increases the
value of Equation 8.6. Here, this integration is defined as MP
(the mobility parameter).
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As the MP reflects T2 value and the component ratio
directly and the moment of NMR absorption line relates to
the integrated value of FID theoretically [27, 28], MP can
be a good measure for the whole mobility or softness of the
material. Although it is impossible to integrate FID from 0 to
infinite, integration of FID to a limited time gives the rough
parameter for the mobility of the material as a whole.

8.3 MORPHOLOGY AND RELAXATION
BEHAVIOR OF POLYETHYLENE

8.3.1 Morphology and Molecular Mobility

It is well known that the solid morphologies of semicrystalline
polymers are composed of several structural levels of typi-
cal modifications; a parallel arrangement of folded molecular
chains leading to lamellar crystals, and the actual sample is
filled with a sandwiched structure of amorphous layers and
such lamellae. Melt crystallization produces a spherulite struc-
ture having a distortion of these combined crystal/amorphous
phases, but precipitation of separated lamellae is obtained for
SGC. Figure 8.4 shows the sets of TEM micrographs for SGC,
MGC, and POW samples. For SGC (see Fig. 8.4a), the regu-
lar stacking of lamellar crystals of ∼10-nm thickness is clearly
observed. These crystalline lamellae are located between dark
layers (the amorphous region) and lie laterally within several
micrometer lengths. For the MGC (see Fig. 8.4b), the random
arrangement of curved lamellae consists of a spherulite struc-
ture. The lamellar thickness of 30 nm for the MGC is much
larger than that for the SGC mats. The POW has quite a differ-
ent morphology, compared to the SGC or MGC. The morphol-
ogy of POW mainly consists of particles connected by fibrils,
which is called a “cobweb” structure [29, 30]. The POW does
not have any typical lamellar morphology, but has a domain
structure where the crystalline domains distribute within the
whole powder globule (Fig. 8.4c). The domain size has a wide
range of several tens of nanometers.

FID profiles of these samples at ambient temperature are
shown in Figure 8.2. The beat components are clearly observed
in the 20–30 μs region on these FIDs, for higher crystalline
SGC mats, and the POW. In addition, FIDs for these two sam-
ples decay faster than those for MGC, which indicate that the
SGC and POW are more rigid than the MGC.

TABLE 8.1 Spin–Spin Relaxation Characteristics of
Components Resolved from FID Observed at RT for
UHMW-PE Samplesa

Morphologies Crystalline
Integral Width

Amorphous
Integral Width

SGC 66.2 kHz (91%) 41.2 kHz (9%)
MGC 70.4 kHz (61%) 17.4 kHz (28%)+

5.8 kHz (11%)
POW 65.8 kHz (85%) 38.3 kHz (15%)

aValue in parentheses represents component ratio for corresponding
relaxation.

The relaxation characteristics are summarized in Table 8.1
[31]. For high-crystalline samples of SGC and POW, the two
components are required to fit FID. Further, one component is
needed for MGC. The crystalline component ratio is highest
for the SGC. For the MGC, it is the lowest value of ∼50%.
The crystalline integral width for the MGC is the largest
of these samples, suggesting constrained crystalline chain
motions for the MGC that may be caused by the thick lamellar
size. Regarding the amorphous relaxation, the integral widths
are larger for the high-crystalline samples (SGC and POW),
compared to the usual value of 5–10 kHz, which is general
for the PE amorphous phase. This means that the amorphous
chains in the SGC and POW are restricted. Such a poor
molecular mobility of the amorphous phases for the POW
has also been observed by 13C-NMR measurement [32]. For
the amorphous phase of the MGC, the usual relaxation of
∼6 kHz and hindered motion similar to that for the other
high-crystalline samples exist. The latter amorphous relax-
ation could be ascribed to the interfacial molecular motion.
Because WAXD and electron microscopy cannot resolve these
structural components, the combination with NMR results
supplies enough information about the detailed morphology.

8.3.2 Lamellar Thickening by Annealing

Morphological differences affect the temperature dependence
of FID. In Figure 8.5 is shown the temperature dependence of
the FIDs for the SGC [31]. The beat component is gradually
suppressed as the temperature increases, and it almost disap-
pears around 110 ∘C.

200 nm 200 nm 200 nm

(a) (b) (c)

Figure 8.4 Electron micrographs of UHMW-PE prepared under different conditions: (a) SGC, (b) MGC, and (c) POW.



�

� �

�

MORPHOLOGY AND RELAXATION BEHAVIOR OF POLYETHYLENE 135

1
N

o
rm

a
liz

e
d

 i
n

te
n

s
it
y

0.1

0.01

1E–3
0 20 40

25 °C

50 °C

60 °C

80 °C

60

Time (µs)

80 100

130 °C

140 °C

150 °C
160 °C

110 °C
100 °C

Figure 8.5 Changes in the FIDs during heating for SGC.

The integral width, except the smallest component of the
MGC, is plotted in Figure 8.6 for the SGC, MGC, and POW
[31]. In Figure 8.6, the larger integral width corresponds to
the slower chain motion. For the SGC, the crystalline inte-
gral width is held at the same level below 60 ∘C, followed by a
gradual decrease with increasing temperature. This shows that
crystalline chain motion starts at a lower temperature, reflect-
ing it is a less entangled lamellar morphology. In contrast, the
crystalline chain mobility is accelerated above a higher tem-
perature of 90 ∘C for the POW, due to a sudden release of
the chain motion restricted below this critical temperature. For
the poor crystalline MGC with the largest lamellar thickness,
the largest integral widths are observed below 90 ∘C, compared
to the other morphologies.

70

60

50

40

30

20

10

0
20 40 60 80

Temperature (°C)

In
te

g
ra

l 
w

id
th

 (
k
H

z
)

100 120 140 160

(Amorphous phase)

(Crystalline phase)

Nascent powder

Solution crystallization

Melt crystallization

Nascent powder

Solution crystallization

Melt crystallization

Figure 8.6 Temperature dependencies of integral widths during
heating for SGC, MGC, and POW.
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Figure 8.7 Temperature dependencies of component ratios during
heating for SGC, MGC, and POW.

Regarding the amorphous relaxation, the integral width of
all samples decreases with temperature and the amorphous
molecular motion is gradually accelerated during heating,
independent of the sample morphology. The amorphous
integral widths of highly crystalline SGC and POW are twice
as large as those of the MGC.

The component ratios of both crystalline and amorphous
phases are plotted in Figure 8.7 [31]. For the MGC, the
crystallinity gradually decreases and abruptly drops at
about 120 ∘C, followed by reaching the 0% crystallinity at
150 ∘C, due to the complete sample melting. The crystallinity
decreased at the early stage of heating (25–80 ∘C) for SGC
and POW. Between 90 and 130 ∘C, the crystallinity increased
for the SGC. This recovery of crystallinity for the SGC is
attributed to the lamellar thickening. In DSC measurements,
no exotherm caused by lamellar thickening has ever been
observed, and this has been a long-standing question about
the interpretation of the annealing process for semicrystalline
polymers. Combination of synchronized evaluations of both
chain mobility and component ratio on the same molecular
scale, characterized by 1H-NMR relaxation, shows the first
and a clear evidence of lamellar thickening.

Changes in the amorphous relaxation behavior with rising
temperature exhibited a monotonous reduction in the integral
width independent of sample morphology, while a crystalline
relaxation change is unique for each sample. Thus, the com-
plete analysis of 1H FID allows us to discuss the chain mobility
of the amorphous and crystalline phases independently.

Based on the TEM micrographs and T2 behaviors, the
temperature dependence of SGC morphology can be divided
into three regimes. Figure 8.8 shows the broad-line spectra
converted from the crystalline decays of SGC, which exhibits
the most typical characteristics of the annealing process [31].
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Figure 8.8 Schematic broad-line spectrum changes through three
relaxation processes, divided into different temperature regions.

Regime 1: The interfacial chains, like amorphous
chains, get the high mobility, which leads
to the decrement of the component ratios
(crystallinity) below 60 ∘C. However, the
residual crystalline molecules inside the lamel-
lae still maintain their hindered molecular
motion; thus, the integral width of the spectrum
maintains a constant level.

Regime 2: Above 60 ∘C, a remarkable crystallinity devel-
opment occurs, which has not been detected by
any other method. Lamellar growth, causing
the taking in of the surrounding amorphous
chains, is required for the crystallinity increase.
Considering the regular stacking of single
lamellae several micrometer wide, this erosion
into the sandwiched amorphous layer chains
progresses parallel to the lamellar normal.
Therefore, cooperative molecular motion
within the entire crystalline lamella from the

surface to the interior takes place and leads to
remarkable lamellar thickening.

Regime 3: Over 130 ∘C, rapid progress of partial melting
causes a decreasing of the crystalline compo-
nent. The residual crystalline region still retains
its restricted molecular motion until the com-
plete melting.

The MGC skipped Regime 1, due to the limited relaxation
of its entangled molecules on the lamellar surfaces, rather than
the adjacent reentry folding for the SGC.

Annealing of the POW passed through Regime 1; and
above 90 ∘C, dynamic molecular motion starts, as defined by
Regime 2. This critical temperature is slightly higher than that
of SGC. This difference indicates the restricted crystalline
chain motion for the domain-network structure crystallized
during polymerization. In Regime 2, the crystallinity lay at
a constant level for the POW. This shows that the lamellar
thickening is limited for the POW.

8.3.3 Entanglement in the Amorphous Phase

Polymer entanglement has been an important concept for the
physical properties of polymers. For example, UHMW-PE
single-crystal mat can be super-drawn up to a draw ratio of
300 [33]. This high drawability is assumed in the existence of
entanglement [34]. The entanglement was evaluated by many
researchers [35, 36] and it was indicated that the molecular
weight between entanglements in the amorphous region is
identical to that in the theta state [37, 38].

Many 1H NMR analyses have been carried out for the
molten or solution state of PE to characterize the random
coiled molecular chain [17–20, 23, 39–42]. The relaxation
evaluation for the amorphous phase of PE in the solid
state remains ambiguous because of the strong crystalline
component that obscures the entanglement component in the
amorphous phase. The perfect FID fitting and combination
with TEM and SAXS was applied to evaluate the effects of
prior concentration on the amorphous chain characteristics.

In SGC mats precipitated from dilute solutions (Fig. 8.4a),
the lamellae are stacked and oriented parallel to the mat sur-
face. The thicknesses for the amorphous and crystalline lay-
ers determined by TEM are 9 nm for the crystalline layer and
1.5 nm for the amorphous one independent of the solution con-
centration. The sum of the thicknesses of the crystalline and
amorphous phases coincides with the long periods of SAXS
profiles [43]. Although the morphologies seem to be indepen-
dent of polymer concentration, the peak intensity of SAXS
indicates that an increase in electron density in amorphous lay-
ers with decreasing prior polymer concentration [44].

Such a difference of amorphous characteristic was
explained by NMR relaxation analysis. Figure 8.9 compares
the FIDs for a series of SGC mats prepared from different prior
polymer concentrations. The negative beating drop observed
was folded back to the positive side at around 21 μs between
two troughs. A backfolding gradually drops downward with
increasing prior polymer concentration. Also, the position
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of one of the troughs around 25 μs shifts to shorter time side
with increasing prior polymer concentration. These two char-
acteristics mean the increment of the beat component for the
lower prior polymer concentration. In contrast, the position
of another trough around 19 μs locates always the same point.

From the fitting of these FIDs, the integral width and
component ratios for the relaxation in the crystalline and
amorphous phases were plotted in Figure 8.10. The crys-
tallinity lies around 86%, independent of prior polymer
concentration, which is well coincident with the WAXD
result. Although the integral width for the crystalline compo-
nent is a constant value around 67 kHz, that for the amorphous
decreased gradually with increasing prior polymer concen-
tration. This trend of the amorphous relaxation exhibits the
restricted molecular motion in the amorphous phase for a
lower prior polymer concentration system.

The positions of troughs are a good measure of the state
of the crystalline and amorphous phases. The unchanged
position of the first trough around 19 μs in Figure 8.10, which
is independent of prior polymer concentration, means the
constant level of crystalline relaxation. The position of the

second trough near 25 μs is significantly influenced by the
slope of amorphous relaxation decay. Shorter relaxation time
in the amorphous phase causes rapid decreasing FID, which
rather emphasizes the crystalline beating at the lower prior
polymer concentration.

8.4 MORPHOLOGY AND STRUCTURE OF THE
NASCENT POWDERS

8.4.1 Etching by Fuming Nitric Acid

The POW has quite a different morphology from the SGC or
MGC. For the morphology of the POW, the major structure
consists of particles having a radius of ∼3 μm, and several
fibrils between these particles. The origin of these “cobweb”
structures, composed of particles and fibrils, is ascribed to
the internal expansion stress during polymerization [29, 30].
Much polymer chains synthesized inside the earlier powder
globule causes extensive force, which stretches the outer
polymer membrane in the polymerization process.

One of the analytical methods for the POW is the appli-
cation of fuming nitric acid etching. The fuming nitric acid
selectively removes the disordered structure. Application of
the fuming nitric acid etching can eliminate various structures
existing in the POW and reveal the structure of the POW.
The application of the etching at an elevated temperature has
been reported. Although the etching at elevated temperature
accelerates the elimination of the structures, the treatment
time is too short to classify the multiple amorphous phases
[45, 46]. As the etching at room temperature (RT) requires a
longer time to get a fully etched state [47], NMR analysis of
a series of the etched samples can reveal the various states of
the amorphous phases.

The initial Mw and Mn of POW gradually decrease with
increasing etching period at RT [26]. Even for the POW
etched for 18 months, certain amorphous components still
survived from the TEM observation of the crystalline stem
length. From SEM observations, unique “cobweb” structures,
composed of globules and fibrils, are observed on the surfaces
of the untreated POW [29, 30, 45, 47]. The paste-like mor-
phologies cover the surface of this POW. The major powder
structure consists of globules with radii of a few micrometers,
independent of etching time. After etching for more than 4
months, the paste-like structure on the powder surface almost
disappeared. The grain structures with radii of ∼30 nm are
recognized clearly by etching for 12 months. From the TEM
micrographs of the POW, the crystalline components exhibit
the distributed domain morphologies, which correspond well
to SEM images.

The 1H-NMR FIDs for a series of etched POW [26] show an
increasing beat profile with the etching time, which means the
sample crystallinity increases with treatment time. T2 is plot-
ted in Figure 8.11 as a function of etching time. For the POW
etched for 18 months, the amorphous component disappeared.
Longer etching completely removes this mobile amorphous
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Figure 8.11 Etching time dependencies of T2 for a series of etched
POWs.

component. As the paste-like morphology on the powder sur-
face disappeared in the SEM images, the mobile amorphous
component corresponds to the paste-like morphology.

In Figure 8.11, the crystalline T2 has a constant value
around 14.5 μs, independent of etching time. The reason
for the constant crystalline T2 is that the mobility of the
crystalline component is not affected by the etching or that
the correlation time for the crystalline component is in the
extremely slow region where T2 is insensitive to the chain
mobility. In both cases, the mobility of the crystalline compo-
nent is slow enough to maintain the crystalline structure. This
means that the crystalline region remains undamaged during
mild etching. In contrast, T2 of the intermediate amorphous
decreases rapidly with etching time. Etching for 18 months
finally gives the shortest T2 of the intermediate amorphous
near 22 μs. This phase simultaneously decreased from 17%
for the POW to 7% for the 18-month-etched POW. With
increasing etching time, the regions located between the
crystalline grains were gradually removed. The decreasing T2
value for this component suggests that the molecular motion
of the surviving intermediate phase is restricted. Among
the intermediate chains, the region far from the crystalline
domains can be destroyed earlier, but more restricted chains
that are connected with crystalline domains just at phase
boundaries may survive even after prolonged etching.

8.4.2 Structural Change by Annealing

The higher ductility of polyethylene nascent powders sug-
gested the coexistence of less entangled amorphous phases
located between the crystalline and amorphous phases
[26, 47]. This arises from the nonequilibrium crystallization
during polymerization. Therefore, the polymerization temper-
ature affects the structure and the morphology of the nascent
powder.

Figure 8.12 presents the TEM images for a series of
Tpoly = 70 ∘C (polymerization temperature is 70 ∘C) powders
annealed at an annealing temperature (Ta) of 80, 100, and

120 ∘C [46]. At Ta = 80 ∘C (Fig. 8.12a), the typical lamellar
morphology of an MGC or SGC is not observed. Rather, the
crystalline domains of 15 nm are distributed throughout the
powder. At Ta >100 ∘C, the crystalline and amorphous phases
are aggregated and the crystalline domain size increases
(Fig. 8.12b). Above 120 ∘C, the lamellar structure appeared
(Fig. 8.12c).

From 1H-NMR analysis, the crystallinity decreases and
exhibits a minimum value around 60 ∘C, then increases as
the temperature increases. These decrement and subsequent
increment in crystallinity coincide with those of the reflection
intensities observed for the variable-temperature WAXD
profile. Heating produces maximum crystallinity at about
120 ∘C followed by the abrupt drops in crystallinity, which is
attributed to the sample melting. These temperatures of the
maximum crystallinity coincide well with the temperatures at
which the lamellae appear in the TEM observations. These
results indicate that the lamellar formation originates from
melt recrystallization during annealing.

In Figure 8.13, the annealing temperature dependences
of the integral width for the crystalline, intermediate and
amorphous phases for the POW of Tpoly = 20 and 70 ∘C
are shown [26]. The integral widths of the crystalline and
amorphous phases show remarkable differences, depending
on Tpoly. For the crystalline phase, the integral width is
always lower in the POW of Tpoly = 20 ∘C below 90 ∘C. The
larger crystallite size gives the higher integral width for the
UHMW-PE prepared under different crystallization condi-
tions [26]. Because the nascent powder contains a monoclinic
form at polymerization temperature below 60 ∘C, the smaller
crystallite size of the monoclinic crystals within the POW of
Tpoly = 20 ∘C is attributed to the lower integral width.

In contrast, the integral width of the amorphous phase is
always larger for the POW of Tpoly = 20 ∘C than for the POW
of Tpoly = 70 ∘C below 90 ∘C. This means that the molecular
mobility of the POW of Tpoly = 20 ∘C is lower, due to the
more restricted progress of the structural formation at the
lower Tpoly. The amorphous integral width of the POW of
Tpoly = 20 ∘C begins to decrease at 40 ∘C. The aggregation of
the crystalline domains is evident in the TEM observations
above 40 ∘C for the POW of Tpoly = 20 ∘C. Similarly, the
integral width for the amorphous component of the POW of
Tpoly = 70 ∘C starts to decrease above 90 ∘C, which is 20 ∘C
higher than the polymerization temperature. This synchro-
nization of the morphological and molecular mobility changes
suggests that the spatial motion of the amorphous chains
induces an increase in the size of the crystalline domains dur-
ing annealing. Therefore, the constrained molecular motion of
the as-polymerized amorphous chains surrounding the crys-
talline domains is released when the annealing temperature
reached 20 ∘C higher than the polymerization tempera-
ture. In other words, the nascent powder was exposed at the
temperature 20 ∘C higher than the polymerization temperature.

In Figure 8.14, from a combination of all the information
obtained from TEM, WAXD, and NMR [26], the structural
development model during polymerization is illustrated.
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Figure 8.12 TEM micrographs of POW (Tpoly = 70 ∘C) annealed at Tas (a) 80 ∘C, (b) 100 ∘C and (c) 120 ∘C. Enlarged images are attached at
bottom right.

The results of the morphological changes during annealing
demonstrate that the actual polymerization commenced when
the temperature was 20 ∘C higher than the preparation Tpoly
for each of the nascent powders. Rapid crystallization occurs
for the lower Tpoly as soon as the shorter chains are produced
at the active sites, and the resultant crystalline domains
retain the constraints of the molecular chains. Therefore, the
crystalline phase of the lower Tpoly powder contains a larger
amount of the monoclinic form within a smaller domain. The
molecular mobility of the amorphous phase is also restricted
in the nascent powder prepared at the lower Tpoly. In contrast,
the higher Tpoly generates the stepwise processes of the initial
chain growth and subsequent crystallization of the grown
chains. Therefore, larger crystalline domains with the usual
orthorhombic form are produced with a less-constrained
amorphous phase.

8.4.3 Nascent Isotactic Polypropylene Powder

The morphology of the nascent iPP powder (iPP-POW)
depends on the polymerization condition [48, 49]. iPP-POW
polymerized at high temperature has a low melting

temperature and the enthalpy of fusion [50]. From the
WAXS study, it was concluded that iPP-POW polymerized
at high temperature consists of a small number of large
crystallites dispersed into a great number of smaller ones
that are affected by the structural disorder [51]. These results
indicate that iPP-POW polymerized at high temperature
is primarily composed of a metastable crystallite. If it is
metastable, the molecular mobility will be easily activated
even at temperatures lower than the phase transition tempera-
ture such as the melting point. To clarify this point, CPMAS
and 1H pulse NMR was applied to iPP-POW by comparing
with the isothermally crystallized iPP pellet (iPP-IC), the
melt-quenched iPP pellet (iPP-MQ) and the melt-quenched
iPP nascent powder (iPP-PMQ) [52]. iPP-POW has the lowest
Tm and crystallinity (33.4%) of all samples (iPP-MQ: 43.8%,
iPP-PMQ: 46.7%, iPP-IC: 63.3%). As the crystallinity of
iPP-POW is lower than iPP-MQ and iPP-PMQ, this structure
cannot be achieved by usual thermal treatment. As pointed out
by Ferracini et al. [51], for iPP-POW, the disordered structure
is unique and the crystallization does not appreciably proceed
in polymerization process of this condition.
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Figure 8.13 Annealing temperature dependence of the integral width for the POW of Tpoly = 20 ∘C and 70 ∘C (a) crystalline, (b) intermediate,
and (c) amorphous components.

Because polypropylene has three chemically inequivalent
carbons, the use of 13C NMR supplies the detailed informa-
tion [53–56]. As the CPMAS NMR spectrum at RT does not
show the amorphous peaks of iPP, measurements at high tem-
perature are required to discuss the crystalline and amorphous
phases at the same time. Figure 8.15 shows CPMAS spectra of
iPP-POW, iPP-PMQ, iPP-MQ, and iPP-IC at 100 ∘C [52]. At
100 ∘C, for all samples, the amorphous peaks are recognized
at the lower field side of the crystalline peak for CH2 and CH.
It is worth noting that the amorphous peaks of iPP-POW are
stronger than others. Because the crystallinity of iPP-POW is
the lowest of all samples, the amount of the amorphous com-
ponent should be highest for iPP-POW. However, the peak area
of the amorphous component of iPP-POW is higher than that
expected from its crystallinity. The peak area of 13C CPMAS
depends on not only the amount but also on the molecular
mobility [57–59]. This suggests that the molecular mobility
of iPP-POW is different from that of the others. The first pos-
sibility is that, in the iPP-POW, the molecular mobility of the
amorphous component is higher than that in the others and the

second one is that the molecular mobility of crystalline com-
ponent is higher in the iPP-POW. In order to decide which
possibility is suitable in this case, a discussion about the relax-
ation time is necessary.

In Figure 8.16 is shown the temperature dependence
of T2 for the amorphous and crystalline components. In
Figure 8.16a, for all samples, T2 for the amorphous compo-
nent increases with temperature commonly for all samples.
This corresponds to the similar enlargement of the amorphous
peak for CH2 and CH resonance in the VT-CPMAS spectra,
which means that the molecular mobility of amorphous
component is activated with similar degree for all samples.

In Figure 8.16b, the temperature dependence of T2 of the
crystalline component for iPP-POW is clearly different from
that of the others. The T2 of the crystalline component for
iPP-POW increases remarkably with temperature. On the
other hand, crystalline T2s of the crystalline component for
iPP-PMQ, iPP-MQ, and iPP-IC are almost constant and/or
slightly increase against temperature. These results indicate
that the mobility of the crystalline component of iPP-POW is
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Figure 8.14 Structural development model during polymerization
including chain growth and crystallization at Tpoly = 20 ∘C (a) and
70 ∘C (b). (c) Indicates the intermediate region B sandwiched
between crystalline A and amorphous C phases.
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Figure 8.15 13C CPMAS NMR spectra of iPP-POW, iPP-PMQ,
iPP-MQ, and iPP-IC at 100 ∘C.

easily enhanced with temperature compared with the others.
This result corresponds to the second possibility.

This difference is reflected in the morphologies of samples.
Figure 8.17 shows TEM micrographs of all samples. A typical
thick lamellar structure is observed for iPP-IC. For iPP-PMQ
and iPP-MQ, thinner lamellae than iPP-IC and a cross-hatched
structure are observed. On the other hand, iPP-POW has no
lamellar structure, which means the crystalline component is
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Figure 8.16 Temperature dependence of T2 for the amorphous (a)
and the crystalline (b) components for (•) iPP-POW, (▴) iPP-PMQ,
(◽) iPP-MQ, and (Δ) iPP-IC.

too small to be observed by TEM micrograph. Therefore, it
is suggested that the crystalline size is small or the unstable
crystalline component contains irregularity. This indicates that
there is remarkable difference in the crystalline size between
iPP-POW and the others. Considering the result of pulse NMR
measurement, iPP-POW has small crystals surrounded by the
intermediate and amorphous components.

8.5 KINETICS OF DYNAMIC PROCESS OF
POLYMERS

8.5.1 Melt Drawing of Polyethylene

UHMW-PE can be drawn even from the molten state due to
its high melt viscosity [60–64]. Transient crystallization into
a hexagonal form occurs during oriented crystallization into
the orthorhombic form during melt drawing. This behavior
is investigated by in situ WAXD using synchrotron radiation
[65], which revealed that the structural transformation of the
amorphous chains induces transient crystallization into the
hexagonal form through disentanglement. Precise investiga-
tion of the amorphous phase is limited to a few spectroscopies
such as infrared (IR) [66–68], Raman [69, 70], and NMR
[17, 18, 71–73]. NMR spectroscopy has been applied in in
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Figure 8.17 TEM micrographs of (a) iPP-POW, (b) iPP-PMQ, (c) iPP-MQ, and (d) iPP-IC.

situ measurements during deformation [74–78]. Gleason et al.
investigated the effect of uniaxial deformation near the glass
transition temperature on the chain mobility in the amorphous
region of deuterated nylon 6 [75]. Rault et al. studied the
stress-induced crystallization and melting of cross-linked
rubber [78]. Quantitative evaluation of chain entanglement or
disentanglement during melt drawing has been analyzed by
the improved in situ NMR method [79].

An in situ NMR measurement for evaluating molecular
mobility during melt drawing can be carried out by using
uniaxial cross-head extension device. From CPMG measure-
ments of the UHMW-PE films prepared by the metallocene
and Ziegler catalysts, three amorphous components were
obtained as rigid (shortest T2), intermediate, and mobile
(longest T2) components. Figure 8.18 illustrates the changes
in the component ratio of each component for the metallocene
and Ziegler films during melt drawing [79]. A difference
in component ratio between the metallocene and Ziegler
films is observed for the intermediate and mobile amorphous
components (Fig. 8.18a, b). Comparing the initial drawing
stage, the mobile amorphous component is predominant for
the metallocene film. The structural transformation from
intermediate into mobile amorphous components occurs dur-
ing melt drawing. In particular, this structural transformation
is more significant for the Ziegler film. However, the rigid
amorphous component hardly changes during melt drawing
for both films. It is suggested that extensive disentanglement
with chain slippage proceeds at the initial stage of melt
drawing for a Ziegler film with broader molecular weight
distribution [79–81]. The mobile amorphous component is

attributed to the disentangled chains transformed from the
prior intermediate amorphous component, because this com-
ponent significantly increases at the same stage for the Ziegler
film. In contrast, the intermediate amorphous component
with less mobility than the mobile amorphous component can
be construed as networked amorphous chains connected by
entanglements and distributed homogeneously over the whole
chain. The rigid amorphous component has much lower chain
mobility, that is, shorter T2. Thus, this component consists of
entanglements tightly confining each other.

Models for the structural transformation of the amorphous
chains are illustrated in Figure 8.19 based on the in situ
NMR measurements. The rigid amorphous component with
T2 ∼1 ms can be defined as amorphous chains with tight
entanglements that transfer the drawing stress. The interme-
diate amorphous component with T2 ∼5 ms can be defined
as amorphous chains with loose entanglements, and the
mobile amorphous component with T2 ∼15 ms can be defined
as disentangled amorphous chains. Significant structural
transformation from intermediate into mobile amorphous
components occurs during melt drawing for the Ziegler film.
Consequently, the intermediate amorphous component for the
Ziegler film has looser entanglements (Fig. 8.19a) than that for
the metallocene film (Fig. 8.19b). Thus, the disentanglement
takes places more smoothly during melt drawing for the
Ziegler film (Fig. 8.19a). Melt drawing is also applied to the
ultrahigh molecular weight polypropylene and concluded that
disentanglement and oriented crystallization depends on the
drawing temperature [82].
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Figure 8.18 Drawing time dependence of the in-component ratio for metallocene (filled symbols) and Ziegler films (open symbols): (a)
mobile, (b) intermediate, and (c) rigid amorphous components. The shaded area indicates the plateau stress region.

8.5.2 Crystallization Mechanism of Nylon 46

For the processing of polymeric materials, thermal behavior
of structure and the crystallization mechanism are the impor-
tant factors for the final physical properties. For nylon 46, the
combination NMR and TEM was applied to investigate the
crystallization mechanism [83].

In Figure 8.20 is shown the TEM micrographs of the SGC
and the MGC for nylon 46 [83]. For SGC, the regular stacking
of the lamellar crystals is clearly observed (Fig. 8.20a). The
lamellar thickness is uniform compared to that of the MGC.
For the MGC0m (where the number and alphabet after MGC
means crystallization time), the stacking of the lamellar crystal
is not clear and the random arrangement of the curved lamellae
with a short length is observed (Fig. 8.20b). As the crystalliza-
tion time increases, many long lamellar crystals are arranged
parallel and the lamellar stacking grows (Fig. 8.20c). A closer
look at the micrographs revealed the change in the lamellar

thickness, which is the sum of the thickness of the crystalline
and amorphous phases. The lamellar thickness is independent
of the crystallization time for nylon 46. On the other hand, the
thicknesses of the crystalline and amorphous phases increase
and decrease, respectively [83], and become almost constant
after crystallization for 6 h.

As the crystallization proceeds, the molecular mobility is
also affected. Figure 8.21a and b shows the crystallization
time dependences of T1 for the crystalline and amorphous
phases, respectively. In Figure 8.21a, the T1s of MGC0m are
less than 35 s. As the crystallization time increases, the T1s
of all the carbons rapidly increase and then become almost
constant after 6 h. The T1s of all the carbons for MGC24h
become about four times greater than those for MGC0m.
Because T1 decreases with the activation in the molecular
mobility based on the BPP theory for the solid polymers,
the molecular mobility is restricted by the crystallization [5].
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Figure 8.19 Models for structural transformation of amorphous chains for (a) Ziegler and (b) metallocene films. Top and bottom models
represent the state before and after drawing, respectively. The vertical dotted lines indicate the boundary between intermediate and mobile
amorphous components. Chain shape and length for each component in each model reflect T2 and the component ratio estimated from in situ
NMR measurement. There is a small disentangled region for metallocene film (b) with lower chain mobility because disentanglement of the
intermediate amorphous component is “restricted.” In contrast, the corresponding region is larger for the Ziegler film (a) with higher chain
mobility due to “smooth” disentanglement of the intermediate amorphous component.
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Figure 8.20 TEM micrographs of SGC and crystallized samples. (a) SGC, (b) MGC0m, (c) MGC1m, (d) MGC1h, and (e) MGC24h.
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Figure 8.21 Crystallization time dependence of T1 for nylon 46. (a)
the crystalline phase, (b) the amorphous phase.

The crystallization time dependence of the T1s is similar to
the behavior of crystallinity. This means that the molecular
motion of the crystalline phase is restricted as soon as the
stable crystalline structure is formed. In other words, after
the size of the crystallite reached a certain size, the molecular
mobility of the crystalline phase is fixed. In Figure 8.21b,
the crystallization time dependence of T1 for the amorphous
phase is shown. The T1s for the amorphous phase are less than
5 s, which is much shorter than those for the crystalline phase,
and means that the molecular mobility is high compared with
that for the crystalline phase. The T1s for all the carbons in
the amorphous phase are about 1 s or less and do not change
very much until 6 h. After crystallization for 6 h, the T1s of
𝛼B (CH2 directly bonded to nitrogen) and CO increased. This
means that the molecular motion of the amorphous phase
is restricted after the T1s for the crystalline phase became
constant. The mobility of the amorphous phase is affected
by the surrounding crystalline phase. From the chemical
shift differences, the gauche conformation exists and the
distribution of the structure is large in the amorphous phase,

although the all trans-zigzag conformation is concluded in the
crystalline phase.

Based on high-resolution solid-state NMR and TEM obser-
vations, the mechanism for the crystallization of nylon 46 is
summarized in Figure 8.22 [83]. When the temperature of the
melt sample decreased to the crystallization temperature, the
hydrogen bond is formed with the nearby chains. At this stage,
the size of the crystalline phase is small and the crystal struc-
ture is not energetically stable. The amorphous phase is mobile
and the conformation of the amorphous phase contains the
gauche conformation in the internal CH2. As the crystalliza-
tion proceeds, the crystal structure becomes stable and forms
the hydrogen bond sheet structure. At the same time, the crys-
talline phase grows by the conformational change in the amor-
phous phase. As the sliding of the main chain does not occur,
the thickening of the lamellae does not take place. The thick-
ness of the crystalline phase increases with the decrease in the
amorphous phase thickness. During the final stage of the crys-
tallization, the mobility of the amorphous phase is restricted.

8.5.3 Degree of Curing of Novolac Resins

The physical properties of thermosetting resins such as
novolac resin depend on the degree of curing because the
thermosetting resins are amorphous and have the cross-linked
network structure [84]. For instance, if the degree of curing
is insufficient, the thermal stability decreases. Although the
curing mechanism of the novolac resin was investigated by
high-resolution solid-state NMR as a point of the reaction
mechanisms [85–88], the estimation method of the degree of
curing has not been reported. 1H pulse NMR is suitable for
this purpose from the practical point of view [31].

At ambient temperature, the solid novolac is the
self-associated aggregates by hydrogen bonding network
[89]. The curing of novolac starts by the destruction of the
hydrogen bond network followed by the formation of HMTA
(the cross-linking agent)-novolac adducts. At curing temper-
ature, curing and hardening occur with the elimination of
ammonia. This curing behavior is explained with the change
in the molecular mobility analyzed by the fitting of FID.

Paying attention to only the degree of curing sometimes
leads to ambiguity in understanding the resolution into several
components. For the purpose, MP is the suitable parameter for
measuring the degree of curing.

Figure 8.23 shows temperature dependences of MP for
the orthorich novolac (o-novolac) and random novolac
(r-novolac) with and without cross-linking agent HMTA. MP
is calculated by the numerical integration of FID from 0 to
1000 μs. From this figure, between 30 and 60 ∘C, MP values
for four samples are almost same. The difference of MPs
for novolacs with and without HMTA comes into focus in
the temperature between 70 and 100 ∘C. In this temperature
range, the HMTA-novolac adduct is formed. MP for o- and
r-novolac without the cross-linking agent abruptly increased
with increasing temperature above 100 ∘C. On the other hand,
MP for both novolacs with cross-linking agent gradually
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Figure 8.22 Crystallization mechanism of nylon 46.
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Figure 8.23 Temperature dependence of MP for o- and r-novolacs
with and without HMTA.

increased with increasing temperature and reached a plateau
above 140 ∘C. In the plateau region, novolacs finished the
curing reaction. This result clearly indicates that the low
MP values in the high-temperature region are accounted for
by the high content of the rigid component. As MP can be
calculated from FID directly, this parameter can be used for
in situ detection of the degree of curing.

8.6 CONCLUSIONS

Practical application of NMR and other techniques such as
microscopy and diffraction that supply information about
the large-scale structure of the investigation into polymer
morphology, structure, and physical properties are introduced.
NMR has been thought to be an insensitive spectroscopy.
Recent development of hardware improved the stability,
sensitivity, and resolution of NMR, especially, the solid-state

NMR. Based on the principle, the information about the
morphology, the large-scale structure, is averaged as the
bulk material in the NMR signal. However, the difference
in the morphology or structure is accumulated in the signal.
Careful and perfect fit or analysis of the NMR signal and the
combination with other techniques that complement NMR
disadvantages certainly offers the nature of the polymer.
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SMALL-ANGLE X-RAY SCATTERING
FOR MORPHOLOGICAL ANALYSIS OF
SEMICRYSTALLINE POLYMERS

Anne Seidlitz and Thomas Thurn-Albrecht
Department of Physics, Martin-Luther University Halle-Wittenberg, Halle, Germany

9.1 INTRODUCTION

The fact that polymers crystallize only partially and exhibit
a nanoscopic semicrystalline morphology largely determines
their macroscopic properties. During crystallization from the
melt, thin crystalline lamellae with thickness dc grow, which
are separated by amorphous regions with thickness da. The
sum of both is the long period L with a typical size being of
the order of a few 10nm. In the lateral direction, the lamellar
crystals can be much larger. Typically after crystallization
from the quiescent melt, the lamellar stacks are part of larger
spherulitic superstructures and are isotropically distributed
within the sample. Figure 9.1 shows the lamellar structure
in an exemplary atomic force microscopy (AFM) image of
a sample of linear low-density polyethylene (LLDPE). The
brighter parts correspond to the crystalline lamellae, while
the dark parts belong to the softer amorphous phase. While
microscopic techniques like transmission electron microscopy
(TEM) and AFM give detailed qualitative insights about the
semicrystalline morphology typically from a small part of
the sample, small-angle X-ray scattering (SAXS) is able to
give representative quantitative information about the struc-
ture, obtained from an average over macroscopic samples.
Generally, features on a length scale of 1 to 100nm are
accessible by SAXS, which corresponds to the typical size for
the structure parameters of semicrystalline polymers. SAXS
is therefore the method of choice if detailed quantitative
information about the semicrystalline morphology is desired.
In this chapter, the basic principles of a SAXS experiment are
discussed, beginning with a short description of the typical
experimental setup, followed by a mathematical description

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

of the relation between structural properties and scattered
intensity. Different methods to analyze SAXS data obtained
from semicrystalline polymers are introduced and examples
of their application are given.

9.2 SMALL-ANGLE X-RAY SCATTERING

9.2.1 Typical Experimental Setup

This section provides a short overview of some general
aspects of the experimental setup of a SAXS experiment,
more detailed descriptions can, for example, be found in
Refs [2–4]. The basic setup of a scattering experiment is
shown schematically in Figure 9.2. The incident beam with
wavelength 𝜆 and flux J0 irradiates a sample. The scattered
beam with flux J is detected as a function of the scattering
angle 2𝜃 at a certain distance from the sample. X-rays can be
generated with a conventional sealed X-ray tube or a rotating
anode, giving higher intensity. Today, another common source
for X-rays is synchrotron radiation. All techniques produce a
certain spectrum of wavelengths, while in a scattering experi-
ment usually a monochromatic beam, although for SAXS not
of a very narrow bandwidth, is required. Monochromatization
is realized in the simplest case by a filter, nowadays usually
either by a multilayer optics or a crystal monochromator. In a
SAXS experiment the scattered intensity is detected at small
angles, requiring a good collimation of the primary beam in
order to separate the much weaker scattering signal from the
primary beam. Pinholes, slits, or focusing optics are used for
this purpose. For a typical wavelength in the range of 1 or
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Figure 9.1 (a) AFM phase image of the lamellar structure of a sample of linear low-density polyethylene, Reprinted with permission from
[1]. Copyright 1999 IOP Publishing Ltd. (b) Schematic of the lamellar structure of a semicrystalline polymer, consisting of crystalline lamellae
with thickness dc and amorphous regions with thickness da. The long period is L = da + dc.

Incident beam
Scatte

red beam

Detector

2θ

Sample

Figure 9.2 Basic setup of a scattering experiment. The incident
beam (plane wave) irradiates the sample. The intensity of the scat-
tered beam (spherical wave) is measured with a detector at an angle
of 2𝜃.

1.5Å, Bragg scattering angles 2𝜃 in SAXS reach up to about
5∘. The detection of the scattered intensity is usually realized
with electronic detectors as, for example, proportional coun-
ters, scintillation counters, or semiconductor-based counters.
Point detectors and position-sensitive devices are common.

9.2.2 Basic Formalism Describing the Relation between
Real-Space Structure and Scattering Intensity in a SAXS
Experiment

After a short description of the experimental setup in the
previous section, we now focus on the basic mathematical
description of the intensity measured in a SAXS experiment.
X-rays are electromagnetic waves. Assume an incident plane
wave with flux J0, which is scattered by the electrons in the
sample. The scattered spherical waves interfere with each
other, resulting in an angle-dependent flux J of scattered
radiation. The flux J0 of the incident plane wave corresponds
to energy transmitted per unit area per unit time and the flux
J of the scattered radiation to energy transmitted per unit
solid angle per unit time. Now the differential scattering
cross section or scattered intensity1 is defined as the ratio

1Intensity is generally used to denote a flux J in units of energy per unit area
and per unit time. We use here a similar notation as [3] in order to distinguish
clearly between the different quantities.

J (scattered beam)/J0 (incident beam). It has the dimension of
area per solid angle

I(s⃗) = d𝜎
dΩ

= J
J0

(9.1)

Here, the scattering vector s⃗ is defined as the difference of
the wave vector k⃗ of the scattered beam and the wave vector
k⃗0 of the incident beam.

s⃗ = 1
2𝜋

(k⃗ − k⃗0) (9.2)

where elastic scattering is |k⃗0| ≈ |k⃗| and the absolute value of
the scattering vector is

|s⃗| = s = 2
𝜆

sin(𝜃) (9.3)

Alternatively, q = 2𝜋s is also used. The advantage of s is
that the equations for the Fourier transform used further below
become symmetrical.

The flux J of scattered radiation is the square of the ampli-
tude A of the scattered wave field

J(s⃗) = |A(s⃗)|2 = A(s⃗) ⋅ A(s⃗)∗ (9.4)

A(s⃗) can be calculated as the sum of the amplitudes of the
scattered waves originating from N scattering centers in the
sample

A(s⃗) = A0be

N∑
j=1

e−i2πs⃗⋅r⃗ (9.5)

Here, A0 is the amplitude of the incident beam

and be = re

(
1+cos 22𝜃

2

) 1
2 ≈ re is the scattering length

of an electron. The classical radius of an electron is
re = 2.818 ⋅ 10−15 m. The polarization factor (second term) is
approximately 1 for small angles (2𝜃 ≤ 8∘). For small-angle
scattering, generally a continuous electron density 𝜌 is
used to describe the structure of the sample and the sum in



�

� �

�

SMALL-ANGLE X-RAY SCATTERING 155

Equation 9.5 can be replaced by an integral

A(s⃗) = A0be ∫V
𝜌(r⃗)e−i2𝜋s⃗⋅r⃗d r⃗ (9.6)

The integration is performed over the scattering volume V
(the illuminated sample volume) and 𝜌(r⃗) represents the elec-
tron density. In mathematical terms, A(s⃗) is proportional to the
three-dimensional Fourier transform of the electron density.
In an experiment, a time-averaged intensity I(s⃗) is measured,
which in an equilibrium system is equivalent to the ensemble
average

I(s⃗) = J(s⃗)
J0

= d𝜎
dΩ

(s⃗) =
⟨|A(s⃗)|2|A0|2

⟩
=
⟨||||be ∫ 𝜌(r⃗)e−i2𝜋s⃗⋅r⃗d r⃗

||||
2⟩

(9.7)

With

g(r⃗) = ⟨𝜌(r⃗′)𝜌(r⃗′ + r⃗)⟩r⃗′ =
1
V ∫ 𝜌(r⃗′)𝜌(r⃗′ + r⃗)d r⃗ ′ (9.8)

follows [3]

I(s⃗) = b2
eV∫V

g(r⃗)e−i2𝜋s⃗⋅r⃗d r⃗ (9.9)

That is to say the intensity I(s⃗) is proportional to the Fourier
transform of the three-dimensional electron density correla-
tion function g(r⃗). In a further step, 𝜌(r⃗) can be replaced by the
deviation from the average electron density

𝛿𝜌(r⃗) = 𝜌(r⃗) − 𝜌 (9.10)

leading to

g(r⃗) = ⟨𝛿𝜌(r⃗ ′)𝛿𝜌(r⃗ ′ +r⃗)⟩
r⃗′
+ ⟨𝜌2⟩ (9.11)

The constant ⟨𝜌2⟩ gives only an unmeasurable contribution
to forward scattering (s⃗ = 0).

Finally, the absolute intensity Iabs(s⃗) is defined as the inten-
sity normalized to the scattering of a single electron and to the
irradiated volume

Iabs(s⃗) =
1

b2
eV

d𝜎
dΩ

(s⃗) = ∫V
g(s⃗)e−i2𝜋s⃗⋅r⃗dr⃗ (9.12)

It describes the scattering power of a material per volume
in units of [e.u.∕nm3].

9.2.3 Methods of Analysis Used for SAXS
on Semicrystalline Polymers

In a good approximation, the morphology of a semicrystalline
polymer can be described as a lamellar two-phase system
consisting of crystalline and amorphous phases with different
electron densities and with sharp boundaries between them.
This structure gives rise to a peak in the scattering intensity

at a scattering vector sp from which the average long period
L = 1

sp
can be determined. For this purpose, usually the

Lorentz-corrected [5] data Is2(s) are used, although Is4(s)
is also possible, as it will become clearer below. To gain
more detailed structural information from the scattering
curve, as, for example, the thickness of the crystallites and
the amorphous layers, more advanced methods, all based
on an extensive analysis of the correlation function or its
second derivative, exist. The original methods were already
introduced in 1970s and 1980s [6–8] of the past century. The
corresponding formalism plus some more recent refinements
and additions are described in the following sections. As it
will become evident, the correlation function, and, respec-
tively, its second derivative is especially well suited to analyze
the scattering data from semicrystalline polymers, as their
semicrystalline structure is periodic in character but limited
to short-range order.

9.2.3.1 Correlation Function and Interface Distribu-
tion Function Typically, the lateral dimensions of the
lamellar stacks in the sample are large compared to the
interlamellar distance L; therefore, only the electron density
distribution along the normal of the lamellar stacks, here
denoted as z-direction, changes within the relevant length
scale of a SAXS experiment (1–100 nm). Hence, g(r⃗) from
Equation 9.11 reduces to the one-dimensional correlation
function K(z).

K(z) = ⟨𝛿𝜌(z′)𝛿𝜌(z′ + z)⟩z′ (9.13)

Here, the unobservable contribution for s⃗ = 0 is ignored.
Figure 9.3 shows the structure of an ideal lamellar stack and
the corresponding electron density along the z-direction. The
crystalline regions have a higher electron density 𝜌c than the
average value 𝜌, whereas the amorphous parts have a lower
electron density 𝜌a. Inserting Equation 9.13 into Equation 9.12
yields

Iabs(s⃗) = ∫x,y,z
K(z)e−i2𝜋s⃗⋅r⃗dxdydz (9.14)

After integration over x and y with 𝛿(t) = 1
2𝜋∫

∞

−∞
e−i𝜔td𝜔,

Equation 9.14 results in

Iabs(s⃗) = 𝛿(sx)𝛿(sy)∫
∞

−∞
K(z)e−i2𝜋szzdz (9.15)

As the lamellar stacks are isotropically distributed inside
the sample, the intensity in ±sz direction is distributed over
the surface of a sphere with radius sz

Iabs(s) =
2

4𝜋sz
2 ∫

∞

−∞
K(z)e−i2𝜋szzdz (9.16)

The reverse Fourier relation, using the nomenclature of Weaver
[9], gives

K(z) = ∫
∞

−∞
2𝜋s2Iabs(s)ei2𝜋szds (9.17)
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L

Figure 9.3 Ideal lamellar stack with z-direction along the lamellar normal (a) and electron density difference along the z-direction (b).

(a) (b)

K(z) K(z)

−B −B

z z

dc dc

L

Q Q

Figure 9.4 (a) Correlation function for an ideal lamellar stack. (b) Effect of deviations from ideality.

K(z) and Iabs(s) are both even functions (f (x) = f (−x)).
Then the Fourier transform becomes a cosine transform

K(z) = 2∫
∞

0
2𝜋s2Iabs(s) cos(2𝜋sz)ds (9.18)

The one-dimensional correlation function K(z) can be cal-
culated directly from I(s) [2, 5, 7, 8]. Figure 9.4a shows K(z)
for an ideal lamellar stack. The “self-correlation triangle,”
centered at the origin, reflects the electron density correlation
within a lamella. For a two-phase system, the maximum Q at
z = 0 is

Q = K(0) = 𝛿𝜌
2 = Δ𝜌2

𝜙a𝜙c (9.19)

It depends only on the volume fraction of the two phases
and the electron density difference Δ𝜌 = 𝜌c − 𝜌a, that is, Q
does not depend on the detailed structure. Therefore, Q is often
called the invariant. It can be calculated as

Q = ∫ Iabs(s⃗)ds⃗ = 4𝜋∫
∞

0
s2Iabs(s)ds (9.20)

Of course, the integration here should be limited to the
small-angle range, which for a two-phase system follows a
power law ∼ s−4 at large s, as discussed below. From the
maximum at the origin, K(z) decreases linearly to a minimum
value, namely, the baseline B, with the value

− B = −𝜙2
cΔ𝜌2 =

𝜙c

1 − 𝜙c
(9.21)

If the crystallinity is smaller than 50% (𝜙c ≤ 0.5), this
minimum position corresponds to the crystalline thickness dc.
Otherwise, it corresponds to the amorphous thickness da and

𝜙c has to be replaced by 𝜙a = (1 − 𝜙c), in accordance with
Babinet’s principle.

The slope of K(z) at the origin is

dK
dz

= −
Oac

2
Δ𝜌2 = Δ𝜌2

L
(9.22)

with Oac as the specific inner surface per unit volume of the
interfaces between crystalline and amorphous regions

Oac =
2
L
=

2𝜙c

dc
(9.23)

The second maximum in K(z) is located at the long period
L. The crystallinity and the square of the electron density then
follow by

𝜙c =
dc

L
= B

B + Q
(9.24)

Δ𝜌2 = Q
𝜙c(1 − 𝜙c)

= (B + Q)2

B
(9.25)

In a real system, deviations from the ideal structure exist,
for example, variations of the lamellar and crystalline thick-
nesses or diffuse interphases. Figure 9.4b illustrates this case.
Around the origin, K(z) is flattened. The first minimum does
not necessarily reach the value of the baseline anymore. In
addition, higher order maxima of K(z) are damped due to the
thickness variations of the crystalline and amorphous phase,
leading to an overestimated long period [10]. These circum-
stances have to be taken into account when evaluating K(z).

Another way of analyzing SAXS data of a lamellar
two-phase system is the interface distribution function (IDF)
established by Ruland [6]. For an ideal lamellar two-phase
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K′(z)

K″(z)

da\dc

K(z)

L

z

z

z

Figure 9.5 Correlation function K(z) for an ideal lamellar stack and
the first and second derivatives K′(z) and K′′(z). Deviations from
the ideal lamellar structure lead to a broadening (dotted line) of the
𝛿-Peaks (arrows).

system, the second derivative of the one-dimensional
correlation function K′′(z) has only contributions (𝛿-functions)
at positions that correspond to the distance of any two inter-
phases, with the first three giving the structure parameters da,
dc, and L. Figure 9.5 shows the correlation function and the
first and second derivative K′(z) and K′′(z). Deviations from
an ideal lamellar structure, for example, varying amorphous
and crystalline thicknesses, lead to a broadening of the
𝛿-peaks. Thus, K′′(z) can be described as a sum of distribution
functions, where hc(z) denotes the distribution of crystalline
thicknesses and ha(z) the distribution of amorphous thick-
nesses. hac(z) is the distribution of the long period, that is,
one amorphous plus one crystalline thickness. Higher order
distributions are defined analogously.

K′′(z) =
OacΔ𝜌2

2
(ha(z) + hc(z) − 2hac(z)

+ haca(z) + hacc(z) − … ) (9.26)

Also, K′′(z) can be calculated directly from Iabs(s) using the
common expression for the Fourier transform of derivatives [9]

 [K′′(z)] = (i2𝜋s)2 [K(z)] (9.27)

K′′(z) = −8𝜋3∫
∞

−∞
s4Iabs(s)ei2𝜋szds (9.28)

The triangular shape of K(z) around the origin leads to a
𝛿-function for K′′(z) at z = 0, which gives a constant contri-
bution in reciprocal space for s → ∞ [11], which has to be
subtracted

lim
s→∞

Iabs(s)s4 = const = P (9.29)

The Porod parameter P is related to the specific inner sur-
face Oac and the electron density difference Δ𝜌

P =
OacΔ𝜌2

8𝜋3
(9.30)

A decrease of Iabs(s) ∝ s−4 is characteristic for a two-phase
system with sharp boundaries [12]. After subtraction of the
contribution at z = 0, Equation 9.28 yields

K′′(z) = 8𝜋3∫
−∞

−∞

[
lim
s→∞

Iabs (s) s4 − s4Iabs(s)
]

ei2𝜋szds

(9.31)
The inverse Fourier transform is

∫
∞

−∞

K′′(z)
8𝜋3

e−i2𝜋szdz =
[
lim
s→∞

Iabs (s) s4 − s4Iabs(s)
]

(9.32)

With K′′(z) being an even function, the latter equation is
equivalent to

2∫
∞

0

K′′(z)
8𝜋3

cos(2𝜋z)dz =
[
lim
s→∞

Iabs (s) s4 − s4Iabs(s)
]

(9.33)
With s4Iabs(s) being an even function, one can rewrite

Equation 9.31

K′′(z) = 16𝜋3∫
∞

0

[
lim
s→∞

Iabs (s) s4 − s4Iabs(s)
]

cos(2𝜋sz)ds

(9.34)
For an ideal system, K′′(z = 0) as defined in Equation 9.34

is zero, corresponding to the fact that there are no interfaces
with zero distance, as they would occur, for example, at the
edges of lamellar crystals. For laterally extended lamellae, this
contribution is negligible also in a real lamellar system [13].

The scattering intensity Iabs(s) is measured in absolute units
as defined in Equation 9.12. In addition to scattering, absorp-
tion takes place in the sample, following the Lambert–Beer
law [3] as it does for visible light. For SAXS, the transmitted
and the scattered beams are attenuated by the same amount.
The transmission measured for the primary beam can therefore
be used to correct the scattering signal Iexp(s) for absorption
effects. The absorption factor A is the ratio of the primary beam
intensity with and without the sample.

A =
J0(Sample)

J0(Background)
(9.35)

Iexp,abs(s) = A−1Iexp(s) (9.36)

Absorption also needs to be taken into account when
subtracting the background Iexp,BG(s), caused, for example,
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Figure 9.6 Correlation function K(z) obtained for LDPE during
cooling from the melt. Reprinted with permission from [14]. Copy-
right 1980.

by the empty sample holder. This is the last step by which the
experimental data have to be corrected before calculating the
correlation function or the IDF.

Iabs(s) = Iexp,abs(s) − Iexp,BG(s) (9.37)

9.2.3.2 Examples for the Analysis of SAXS Data via
the Correlation Function and the Interface Distribution
Function In this section, examples for the analysis of SAXS
data via the correlation function and the IDF selected from
the literature are presented. Figure 9.6 shows several corre-
lation functions K(z) for a polyethylene sample (low-density
polyethylene Lupolen 1800 S from BASF) measured during
cooling at different temperatures. The sample was isother-
mally crystallized at TC = 100 ∘C and then cooled to room

temperature at a rate of 4 ∘C∕min. Structure changes during
the following heating and cooling cycle were investigated.
The general evaluation of the “self-correlation triangle” is
described in Section 9.2.3.1. Only for high temperatures
(85 – 105 ∘C), the baseline B shows up and a direct evaluation
of the crystallinity and average crystalline thickness dc is
possible. Below 85 ∘C the baseline is not visible. Hence,
the SAXS experiment has to be supplemented by other
data, for example, information about the crystallinity or the
electron densities 𝜌c∕a of the sample to determine the structure
parameters, which makes the results obtained from K(z) less
conclusive. The second maximum in K(z) is associated with
the long period L. For high temperatures, the maximum is
very broad and a decrease of L during cooling, that is, a shift
of the maximum toward lower values, is clearly visible.

In the next example, the IDF is used to investigate the
structure of a linear polyethylene sample with a molecular
weight of 17kg∕mol [13]. The sample was measured at differ-
ent temperatures during cooling, subsequent to an isothermal
crystallization at TC = 120 ∘C. Figure 9.7a shows the SAXS
curves for 120 and 78 ∘C. The continuous lines represent the
Porod scattering and a background due to density fluctuations.
The data treatment to obtain K′′(z) from the scattering data is
described in detail in Section 9.2.3.4. The corresponding IDFs
for both temperatures are shown in Figure 9.7b. For 120 ∘C,
the peaks partially overlap with each other, but the maximum
positions are still clearly visible.

The first peak is attributed to the thickness of the amor-
phous layers; the second peak represents the thickness of the
crystalline lamellae. The following negative peak corresponds
to the long period. Upon cooling from 120 to 78 ∘C, the
first (amorphous) contribution shifts to smaller values, which
means the amorphous thickness decreases. The crystalline
contribution is shifted toward higher values. The latter shift
leads to an overlap with the negative contribution due to the
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Figure 9.7 (a) Scattered absolute intensity for TC = 120 ∘C and T = 78 ∘C for PE. The continuous lines represent the Porod fit. (b) Corre-
sponding K′′(z) for both temperatures. Reprinted with permission from [13]. Copyright 1995 American Chemical Society.



�

� �

�

SMALL-ANGLE X-RAY SCATTERING 159

0

104

105

130

135

K
″ 

(n
m

–
8
)

T 
( 

°C
)

t (
s
)

140

145

5 10 15

0

5

10

15

nm−8

z (nm)

20 25 30 35

(a)

(b)

Figure 9.8 Evolution of K′′(z) during isothermal crystallization of
s-poly(propylene-co-octene) at 125.5 ∘C (b) for different times t and
during subsequent heating up to the melt (a). Reprinted with permis-
sion from [15]. Copyright 1999 IOP Publishing Ltd.

long period and thus to an apparent decrease in the amplitude
of the crystalline component. In summary, with the analysis
of the IDF, clear changes in the structure parameters (decrease
of da and increase of dc) during cooling can be observed.
This example showed a K′′(z) with well-separated peaks,
where the structure parameters can be derived directly from
the peak positions. Often, this is not so straightforward,
for example, when the peaks strongly overlap or have a
very broad distribution. The second example, a time- and
temperature-dependent SAXS experiment for a sample of
s-poly(propylene-co-octene) (sPP-c-O) [15], will demonstrate
these limitations. Figure 9.8 shows a series of IDF’s K′′(z),
measured during isothermal crystallization at TC = 125.5 ∘C
(Fig. 9.8b) and the subsequent melting during heating
(Fig. 9.8a). The first peak corresponds to the crystalline thick-
ness because the crystallinity of the sample is below 50%. As
the peak position at about 7 nm does not change, the crystal
thickness stays constant during crystallization and heating.
The contributions of the amorphous layers (maximum around
16 nm) and the long spacing (minimum around 23 nm) are
broadened and much weaker. A correct determination of the
structure parameters da and L is therefore hardly possible.

9.2.3.3 Modeling the Interface Distribution Function for a
1D Lamellar Stack As demonstrated in the last section,
the nonideality of a real semicrystalline polymer can lead to
a broadening and overlapping of the peaks in K′′(z), which
makes it difficult to extract the correct structure parame-
ters simply from the peak positions. The one-dimensional
paracrystalline stack has been suggested as an analytical
model for the semicrystalline structure [2, 13, 16]. We here
present a procedure that allows simulating and modeling the
measured IDF based on this model. A simulated IDF K′′

Sim(z)
is introduced

K′′
Sim(z) =

OacΔ𝜌2

2
(ha(z) + hc(z) − 2hac(z)

+ haca(z) + hacc(z) − … ) (9.38)

for which ha(z) and hc(z) are taken to be normalized Gaussian
functions, that is, the thicknesses da,c have a Gaussian distri-
bution with width 𝜎a,c

ha,c(z) =
1√

2𝜋𝜎a,c

e
−

(z−da,c)2

2𝜎2
a,c (9.39)

Higher order distributions haca… (z) are assumed to be con-
volutions (∗) of ha(z) and hc(z), here the order of indices is
irrelevant. Every Gaussian function has two free parameters
(da,c and 𝜎a,c); that is, all together, the model function has four
free parameters. The cosine transform of K′′(z) (Eq. 9.33) is
approximated by the real part ℜ of the Fourier transform of
K′′

Sim(z)
K̃′′

Sim(s) = ℜ( [K′′
Sim(z)]) (9.40)

The calculation is simplified by the fact that the Fourier
transform of a Gaussian function is again a Gaussian function

 [h(z)] = h̃(s) = ∫
∞

−∞
h(z)e−i2𝜋szdz = e−2𝜋2s2

𝜎
2
ei2𝜋sd (9.41)

and that the convolutions become products. The sum in
Equation 9.38 can be represented as a geometric series and
an analytical expression is obtained for K̃′′

Sim(s), which can be
fitted to the experimental data (for details, see Appendix)

K̃
′′
Sim(s)

=16𝜋3P
1

1−2e−2𝜋2s2(𝜎2
a+𝜎2

c )cos(2𝜋s(da + dc)) + e−4𝜋2s2(𝜎2
a+𝜎2

c )

×
{

e−2𝜋2s2
𝜎

2
a cos(2𝜋sda) + e−2𝜋2s2

𝜎
2
c cos(2𝜋sdc)

−2e−2𝜋2s2(𝜎2
a+𝜎

2
c )cos(2𝜋s(da + dc))

−e−4𝜋2s2
𝜎

2
a e−2𝜋2s2

𝜎
2
c cos(2𝜋sdc)

−e−4𝜋2s2
𝜎

2
c e−2𝜋2s2

𝜎
2
a cos(2𝜋sda) + 2e−4𝜋2s2(𝜎2

a+𝜎
2
c )
}

=16𝜋3
[

lim
s→∞

Iabs (s) s4 − s4Iabs(s)
]

(9.42)
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Finally, the calculation of K′′
Sim(z) is realized by a cosine

transform of K̃′′
Sim(s).

For the Fourier transform of the experimental data, it
is necessary to multiply the right side of Equation 9.42,
that is, 16𝜋3

[
lim
s→∞

Iabs (s) s4 − s4Iabs(s)
]
, abbreviated

16𝜋3[P − Iabss
4], with a window function

𝜔(s) = e−4𝜋𝜎2s2
(9.43)

to suppress contributions due to noise, which become very
strong at high s due to the multiplication with s4. Therefore, to
compare the measurement with the simulation, both are multi-
plied with 𝜔(s). This procedure is equivalent to a convolution
of K′′(z) and K′′

Sim(z) with 𝜔(z) in real space, resulting in a cer-
tain broadening of both. Typical values for 𝜎 are in the range
between 1 and 2 nm. In addition, taking into account the finite
resolution of the measuring instrument, the simulated K̃′′

Sim(s)
has to be convoluted with a resolution function

A(s) = 1√
2𝜋𝜎A

e
− s2

2𝜎2
A (9.44)

For the data shown below, a value of 𝜎A = 0.00325 nm−1

was assumed.
The final expression of the simulation function, in the fol-

lowing abbreviated with K̃′′
Sim,final(s), is then

K̃′′
Sim,final(s) = A(s) ∗ (K̃′′

Sim(s)𝜔(s)) (9.45)

Figure 9.9 shows an exemplary simulated IDF (black
straight line) and the first three Gaussian contributions ha
(light gray), hc (dark gray) and −2hac (black) as dotted lines.

While this approach allows to formulate a relatively sim-
ple analytical model for K′′

Sim(z), it is, strictly speaking, not

K″(z)

K
″(

z)

ha

hc

−2hac

Z

Figure 9.9 Simulated interface distribution function (black straight
line). The Gaussian functions ha (light gray) and hc (dark gray) and
their negative double convolution (black) −2hac are indicated with
dotted lines.

correct, due to the fact that K′′(z ≤ 0) ≠ 0, which is an unphys-
ical assumption, as in reality the smallest possible distance
between two interfaces is zero. Furthermore, there is no simple
analytical solution of the cosine transformation of a Gaussian
function which extends into the range of negative z. A possible
solution for this problem is to cut out the Gaussian function for
z ≤ 0 by multiplying it with the Heaviside function [17], but
an analytical solution is not possible. The approach taken here,
namely, to take the real part ℜ of the Fourier transformation
 as an approximation of the cosine transformation leads to
an additional contribution for K′′

Sim(z) at small z. The light gray
area in Figure 9.10 illustrates the additional contribution. One,
therefore, has to make sure that this additional contribution is
small. We suggest as a criterion that the integrated contribution
of the Gaussian function h𝜔a (z) (convoluted with the window
function)

h𝜔a (z) =  (h̃a(s)𝜔(s)) =
1√

2𝜋
√

(𝜎2
a + 2𝜎2)

e
− (z−da)2

2𝜎2
a+4𝜎2 (9.46)

for negative z is smaller than 5% of the whole area underneath
h𝜔a (z). In other words,

I0 = 1√
2𝜋

√
(𝜎2

a + 2𝜎2)
∫

∞

−∞
e
− (z−da)2

2𝜎2
a+4𝜎2 dz, and

I = 1√
2𝜋

√
(𝜎2

a + 2𝜎2)
∫

∞

0
e
− (z−da)2

2𝜎2
a+4𝜎2 dz (9.47)

must fulfill I ≥ 0.95I0.
It can be shown that this is true if the relation (𝜎2

a + 2𝜎2) ≤
d2

a∕2.71 is fulfilled.

9.2.3.4 Calculation and Modeling of the Interface Distri-
bution Function In this section, the calculation of K′′(z) is
demonstrated step by step on the basis of a real set of scattering
data, followed by the modeling of the data by the simulated
IDF K′′

Sim,final(s) in the reciprocal space. We analyze the scat-
tering data of a sample of poly (𝜀-caprolactone) (PCL) with

ha

z

Figure 9.10 Gaussian function (black line) with nonzero values for
z ≤ 0 (dark gray area). Calculating the real part of the Fourier trans-
formation instead of a cosine transformation leads to an additional
contribution (light gray area) for h(z ≥ 0).
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Mw = 60kg∕mol, isothermally crystallized at TC = 45 ∘C,
abbreviated in the following with PCL60. The calculation
of the IDF is realized by a discrete cosine transform (DCT)
applied to the discrete data points from the experiment.
The s-range, over which experimental data are measured,
sets the resolution with which the IDF is determined. For a
given highest scattering vector smax, the IDF is calculated
with a distance between the data points Δz = 1

smax
. For a

reliable analysis, Δz should be smaller than the scale of the
smallest features to be determined, that is, da or dc, whatever
is smaller. Then the corresponding contribution in the IDF
will be well-resolved. In reciprocal space, this requires that
smax is in the Porod range for which Iabs(s) = Ps−4. If a
smaller smax is chosen, small-scale features in the IDF and
also the correlation function are effectively averaged out with
a resolution corresponding to 1∕smax.

Figure 9.11 shows the scattering data for PCL60. The
scattering intensity Iabs(s) is measured in absolute units and
describes the scattering power of the sample per volume
in units of [e.u.∕nm3]. For real data, the intensity contains,
in addition, a constant contribution from thermal density
fluctuations within the amorphous phase c2 and a contribution
proportional to s2 from the amorphous halo. The latter term is
often negligible. Thus, for large s

Iabs(s) ≈ Ps−4 + c1s2 + c2 (9.48)

To determine P, c1 and c2 , the expression in Equation 9.48
is fitted to the data in the range of high-scattering vectors s
under the side condition K′′(0) = 0 as explained above, with

K′′(0) = 0 = 16𝜋3P∫
smax

0
[P − (Iabs(s) − c2)s4 + c1s6]

× e−4𝜋2
𝜎

2s2
ds (9.49)
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Figure 9.11 Scattered intensity (black dotted line) of PCL60 with
Porod fit (light gray line). The continuous line gives the sum of
the Porod scattering and a background (dashed line) due to density
fluctuations.

As the scattered intensity at s = 0 is not measurable, an
extrapolation is required. The window function e−4𝜋2

𝜎
2s2

,
on the other hand, avoids truncation effects at large s due
to the finite interval [0, smax] and suppresses noise. As
Figure 9.11 and Equation 9.48 show again, a large enough
s-range is needed to determine c2 correctly. If only data for
a more limited range are available, a larger value of 𝜎 in
the window function 𝜔(s) can be used to make the function
16𝜋3[P − Iabss

4]𝜔(s) decrease to zero, but, as mentioned
above, the resolution is limited for such data. The last step
to obtain K′′(z) is to perform the DCT of 16𝜋3[P − Iabss

4]𝜔
(cf. Eq. 9.34). Figure 9.12 shows 16𝜋3[P − Iabss

4]𝜔 as the
dotted black line and the resulting IDF. For the simulation,
the value of the Porod constant, here P = 0.507e.u.∕nm7, was
taken from the corresponding fit and for the window function
a width of 𝜎 = 1.0 nm was chosen, the same value as used
during the calculation of the IDF from the scattering data. For
the resolution function A(s), a value of 𝜎A = 0.00325 nm−1

was taken. The four parameters da, dc, 𝜎a, and 𝜎c are fitted.
The resulting model function is shown in Figure 9.12a in light
gray. The overall shape of the scattering data is described
very well by the simulated curve. Only slight deviations, due
to noise/experimental uncertainty containing no real structure
information, are visible. In a final step, the IDF of the result
of the simulation is calculated and shown along with the IDF
from the experimental data in Figure 9.12b. The first three
contributions ha, hc, and −2hac are indicated as light gray,
dark gray, and dashed black line. Here, the amorphous and
crystalline peaks strongly overlap due to the crystallinity of
approximately 50% (measured by DSC). This is an example
where it is impossible to obtain the crystalline and amorphous
thicknesses simply from the peak position of K′′(z). The
separation into crystalline and amorphous contribution is
only possible with the help of the simulation. To assign the
two peaks to the amorphous and crystalline contribution,
additional information (e.g., about crystallinity) is needed. In
this case, the identification of the crystalline and amorphous
contribution was done with a heating experiment by assum-
ing partial melting. For semicrystalline polymers without
crystalline 𝛼-process like PCL, da generally increases more
strongly during heating than dc [11]. Only small deviations
between the simulated IDF and data can be recognized. Espe-
cially for z > 20nm, K′′(z), and K′′

Sim,final(z) deviate somewhat
from each other. At this point, the model might become too
simple. Nevertheless, the simple paracrystalline model can
conveniently and well describe the important features of the
IDF from the scattering experiment.

To illustrate the advantage of this evaluation procedure,
the correlation function K(z) derived from the same data set
is shown in Figure 9.13. The information content of K(z) is
strongly limited due to the absence of the baseline and the
crystallinity of approximately 50%. This makes it impossible
to distinguish da from dc. In addition, the information about
the thickness distributions is hidden. Only the long period,
which is about 1 nm larger than the value derived from the
IDF, can be extracted.
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Figure 9.12 (a) Function 16𝜋3[P − Is4]𝜔 as calculated from I(s) (dotted lines) for PCL60. The continuous line is the result of the simulation,
giving the result da = 8.80nm, 𝜎a = 4.20nm, dc = 7.65nm, 𝜎c = 0.85nm. (b) Resulting interface distribution function K′′(z) after a discrete
cosine transformation for PCL60 (dotted lines) and simulation (thick continuous lines). For the simulation the first three contributions ha, hc,
and −2hac are indicated additionally.
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Figure 9.13 Correlation function for PCL60.

9.2.3.5 Alternative Approaches While the analysis of
SAXS data of semicrystalline polymers based on the calcula-
tion of the correlation function or the IDF is well established,
the parameters describing the semicrystalline morphology are
usually simply read off from the correlation function K(z) or
the IDF K′′(z). A quantitative analysis based on modeling the
scattering intensity or the IDF as described above is much less
common. Some attempts along these lines exist, of course, and
at the end of this contribution we give a short overview of such
alternative approaches. In several cases, simulations of the
IDF are used to illustrate the effect of different assumptions
about the semicrystalline structure on the IDF, which is then
compared qualitatively to experimental results obtained from
scattering data [17–20]. A few authors perform a quantitative
modeling of the data but with some simplifying assumptions,

as, for example, truncating the series of contributions to
the IDF after a few terms [21–23]. But in other cases also,
significant modifications [24] or more complex models using
other than simple Gaussian distributions were designed and
used [17, 22]. In most cases though, these were only applied to
a very limited number of data sets, so that all together it is still
today not very common to analyze the complete information
contained in the IDF including the information about the
thickness distributions. To our experience, for that purpose,
the simple model introduced above is in many cases sufficient.

9.3 CONCLUDING REMARKS

After introducing the basic principles of a SAXS exper-
iment, we described the analysis of the morphology of
semicrystalline polymers based on the direct calculation of
the correlation function or the IDF from scattering data.
A simple and analytically solvable model for K′′(z) was
introduced and its application to real scattering data was
demonstrated. Advantages of this analysis as well as its limits
were discussed. The method provides detailed insight into the
structure of the investigated sample, including information
not only about the average thickness of the crystalline and
amorphous phases but also about the width of the corre-
sponding distributions. A prerequisite for the detailed data
analysis is, in any case, the availability of scattering data over
a large enough range in scattering vectors in order to collect
the information about the full structure and to determine the
Porod constant and the contribution from density fluctuations,
which need to be subtracted beforehand. The fact that the IDF
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vanishes for z = 0 can be used as a side condition to perform
these corrections in a much more consistent way. This last
point is important as errors in these preparatory steps of the
analysis can introduce significant changes in the IDF.

Appendix: Calculation of the Model Function ̃K′′
Sim

(s)

The starting point to calculate the model function K̃′′
Sim(s) is

Equation 9.38, with ha∕c(z) being normalized Gaussian distri-
butions as defined in Equation 9.39. Higher order distributions
are assumed to be convolutions (∗) of ha(z) and hc(z) and the
order of indices is irrelevant

h
𝜇a 𝜐c (z) = ha(z)∗𝜇 ∗ hc(z)∗𝜐 (9.50)

(e.g., haac = ha(z)∗2 ∗ hc(z)∗1 = ha ∗ ha ∗ hc).
Inserting Equation 9.50 into Equation 9.38 leads to

K′′
Sim (z) =

OacΔ𝜌2

2

{[
ha (z) + hc (z)

]
∗

∞∑
𝜇=0

[
ha (z) ∗ hc (z)

]∗𝜇
−2

∞∑
𝜇=1

[
ha (z) ∗ hc (z)

]∗𝜇}
(9.51)

By a Fourier transform of Equation 9.51 the convolutions
become products

 [
K′′

Sim (z)
]
=

OacΔ𝜌2

2

{[
h̃a (s) + h̃c (s)

] ∞∑
𝜇=0

[
h̃a (s) h̃c (s)

]𝜇
−2

∞∑
𝜇=1

[
h̃a (s) h̃c (s)

]𝜇}
(9.52)

Rewriting the sums as geometric series

∞∑
𝜇=0

a0xk =
a0

1 − x
→

[
h̃a (s) + h̃c (s)

] ∞∑
𝜇=0

[
h̃a (s) h̃c (s)

]𝜇
=

h̃a (s) + h̃c (s)
1 − h̃a (s) h̃c (s)

,

∞∑
𝜇=1

a0xk =
a0x

1 − x
→ −2

∞∑
𝜇=1

[
h̃a (s) h̃c (s)

]𝜇 =
−2h̃a (s) h̃c (s)
1 − h̃a (s) h̃c (s)

(9.53)

results in

 [
K′′

Sim (z)
]
=

OacΔ𝜌2

2

{
h̃a (s) + h̃c (s) − 2h̃a (s) h̃c (s)

1 − h̃a (s) h̃c (s)

}
(9.54)

The cosine transform of K′′ (z) (Eq. 9.33) is approximated
by the real part ℜ of Equation 9.54, the Fourier transform of
K′′

Sim (z)[
lim
s→∞

Iabs (s) s4 − s4Iabs (s)
]

=
OacΔ𝜌2

8𝜋3
ℜ

{
h̃a (s) + h̃c (s) − 2h̃a (s) h̃c (s)

1 − h̃a (s) h̃c (s)

}
(9.55)

Expansion with the complex conjugated denominator
yields[

lim
s→∞

Iabs (s) s4 − s4Iabs (s)
]

= P

1 − 2ℜ
[
h̃a (s) h̃c (s)

]
+ ||h̃a (s) h̃c (s)||2

×
{
ℜ

[
h̃a (s) + h̃c (s)

]
− 2ℜ

[
h̃a (s) h̃c (s)

]
− ||h̃a (s)||2ℜ [

h̃c (s)
]
− ||h̃c (s)||2ℜ [

h̃a (s)
]

+ 2||h̃a (s) h̃c (s)||2} (9.56)

The relation ℜ { [h (z)]} = ℜ
{

h̃ (s)
}
= e−2𝜋2s2

𝜎
2

cos
(2𝜋sd) finally leads to Equation 9.42 for the simulation
function K̃′′

Sim (s).
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Tokyo 152-8552, Japan

10.1 INTRODUCTION

It is well known through the long history of polymer science
that the morphology formed in polymer materials is mainly
controlled by several factors such as liquid–liquid phase
separation (or macrophase separation), microphase sepa-
ration, crystallization, liquid crystallization, gelation, and
so on (Fig. 10.1). Theoretical and experimental studies on
static and dynamic aspects of such morphology formation
have made it possible to understand its detailed mecha-
nism from the viewpoint of long-molecular motion based
on scientific principles. The crystallization of homopoly-
mers is one of the important research subjects in polymer
science, and many new facts have been disclosed up to
now for the crystallization behavior of long chains and
resulting crystalline morphology [1–3]. Furthermore, it is
possible to suppose crystallization under various situations
described in Figure 10.1 (right), and actually many unique
crystallization behaviors and crystalline morphologies have
been found using more complicated systems. For example,
the crystalline morphology of block copolymers, which is
described in Section 10.3, is significantly different from that of
homopolymers.

In this chapter, we first summarize the crystalline morphol-
ogy formed in homopolymers, which is usually explained in
many textbooks of polymer science. Next, we describe more
complicated morphology, that is, the crystalline morphol-
ogy of block copolymers. This subject is relatively new as
compared with that of homopolymers, so that it is not fully
understood at present.

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

10.2 CRYSTALLINE MORPHOLOGY
OF HOMOPOLYMERS

Crystalline homopolymers form a series of characteristic
morphologies in the system when they are quenched from a
homogeneous melt. These morphologies are largely different
in their dimension but intimately interrelated with each other
in their formation process. We call these morphologies a
hierarchical structure formed in crystalline homopolymers.
This hierarchical structure consists of the crystal structure
(with a repeating distance in the order of 10−1–100 nm),
lamellar morphology (101–102 nm), and spherulite structure
(>103 nm), as schematically rendered in Figure 10.2. The
dimension or repeating distance of these morphologies is
widely different, so that we must employ suitable experi-
mental methods to observe them. For example, we usually
use wide-angle X-ray diffraction (WAXD) for observing
crystal structures, small-angle X-ray scattering (SAXS),
small-angle neutron scattering (SANS), or transmission
electron microscope (TEM) for lamellar morphologies, and
small-angle light scattering (SALS) or optical microscope
(OM) for spherulite structures. In this section, we briefly
describe the characteristics of the crystal structure, lamellar
morphology, and spherulite structure from the viewpoint of
interrelation among them, and also experimental methods to
quantitatively analyze these morphologies.

10.2.1 Crystal Structure

In crystalline states, some parts of each polymer are regularly
arranged with three-dimensional order to form crystals
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Morphology formation

Liquid–liquid phase
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Crystallization of block copolymers
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Figure 10.1 Major factors of morphology formation working in polymer materials and several kinds of crystallization under various situations
(right).
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Figure 10.2 Schematic illustration showing a hierarchical structure formed in crystalline homopolymers when quenched from a homoge-
neous melt. (a) Crystal structure, (b) crystalline lamella, (c) lamellar morphology, (d) spherulite, and (e) spherulite structure.

(Fig. 10.2a). X-ray diffraction from such crystals occurs
discontinuously in specific directions, as represented by the
Bragg condition:

2dhkl sin 𝜃 = n𝜆 (10.1)

where dhkl is the lattice spacing of a given (hkl) plane, 𝜃 is the
Bragg angle, n is the order of reflections, and 𝜆 is the X-ray
wavelength. The diffraction intensity I(s) is given by

I(s) = |F(s)|2 sin2(N1𝜋 s ⋅ a)
sin2(𝜋 s ⋅ a)

⋅
sin2(N2𝜋 s ⋅ b)

sin2(𝜋 s ⋅ b)
⋅

sin2(N3𝜋 s ⋅ c)
sin2(𝜋 s ⋅ c)

(10.2)

F(s) =
∑

f (s)T(s) exp{2𝜋i (s ⋅ r)} (10.3)

where s is the scattering vector (|s|= s= 2sin𝜃/𝜆), N1, N2, and
N3 are numbers of unit cells existing in the a-, b-, and c-axis
directions, respectively, a is the vector with a magnitude of
a-axis length and a direction parallel to the a-axis, b and c are
defined in the same manner, F(s) is the structure factor, f(s) is

the atomic scattering factor, T(s) is the Debye–Waller factor,
and r= n1a+ n2b+ n3c (ni; integer with 0≤ ni ≤Ni, i= 1, 2, or
3). The diffraction condition is given by the Laue condition:

s ⋅ a = h, s ⋅ b = k, s ⋅ c = l (10.4)

where h, k, and l are integers (Miller indices). If the Laue con-
dition is true, I(s) is equal to |F(s)|2(N1 N2 N3)2. Otherwise, I(s)
can be regarded as zero for relatively large values of N1, N2,
and N3. The Laue condition gives not only diffraction direc-
tions but also diffraction intensities.

The unit cell of a given crystal can be assigned to one of
seven crystal systems shown in Table 10.1. If lattice points are
only on vertexes of the unit cell, we call it the primitive lattice
(P), whose total number is 7. If not, it is called the complex lat-
tice (C: base-centered, I: body-centered, and F: face-centered
lattices). The introduction of complex lattices makes it easy
to analyze the crystal structure because of higher symmetry as
compared with corresponding primitive lattices. As a result,
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TABLE 10.1 Seven Crystal Systems and Corresponding
Bravais Lattices

Crystal
System

Lattice Constants Bravais
Lattice

Triclinic a ≠ b ≠ c, 𝛼 ≠ 𝛽 ≠ 𝛾 ≠ 90∘ P
Monoclinic a ≠ b ≠ c, 𝛼 = 𝛾 = 90∘ ≠ 𝛽 P, C
Orthorhombic a ≠ b ≠ c, 𝛼 = 𝛽 = 𝛾 = 90∘ P, C, I, F
Tetragonal a = b ≠ c, 𝛼 = 𝛽 = 𝛾 = 90∘ P, I
Rhombohedral a = b = c, 𝛼 = 𝛽 = 𝛾 ≠ 90∘ P
Hexagonal a = b ≠ c, 𝛼 = 𝛽 = 90∘, 𝛾 = 120∘ P
Cubic a = b = c, 𝛼 = 𝛽 = 𝛾 = 90∘ P, I, F

we obtain 14 Bravais lattices composed of 7 primitive and 7
complex lattices. By considering 32 point groups, symmetri-
cal elements with translation (screw axes and glide planes),
and 14 Bravais lattices, it can be concluded that the total num-
ber of arrangement manners of points in a crystal (i.e., a space
group) is 230. The details of space groups are found in Inter-
national Tables for Crystallography [4]. A given crystal can be
assigned to 1 of 230 space groups depending on its symme-
try. The systematic absence of (hkl) reflections (i.e., extinction
rule) helps us judge the space group (e.g., only even number
(0k0) reflections are observed for P1211). On the aforemen-
tioned X-ray crystallography, more detailed information will
be found in several textbooks [2, 5–9].

The crystal structure of homopolymers (i.e., molecular
conformation and packing manner) is governed by both intra-
and intermolecular interactions. The molecular conformation
is mainly determined by the intramolecular interaction.
For example, it is known that polyethylene forms a planer
zig-zag (all-trans) conformation [10], whereas isotactic
polypropylene takes a helical conformation due to steric
repulsion between side substituents [11]. Many different types
of helical conformations have been reported depending on the
tacticity, rigidity of backbones, and bulkiness of side chains.
The packing manner is, on the other hand, mainly driven by
the intermolecular interaction between neighboring chains
such as van der Waals interaction and hydrogen bonding (e.g.,
poly(vinyl alcohol) [12], polyamides [13], or poly(ethylene
terephthalate) [14]). The lists of unit cell parameters of
many crystalline homopolymers including the molecular
conformation and packing manner are found in Polymer
Handbook [15].

WAXD provides information on crystal structures in
a 10−1–100 nm scale. In general, X-ray diffraction from
synthetic polymers is poor in both intensities and num-
bers, as compared with low-molecular-weight compounds
and proteins, due to many kinds of disorders such as the
molecular weight distribution, tacticity, branching, folding,
entanglement, and so on. Even after annealing for a long time,
perfect crystals cannot be obtained, that is, there are both
crystalline and amorphous regions in crystallized polymers.
The former is observed as diffraction peaks and the latter as
a broad scattering (amorphous halo). The crystallinity can be
evaluated from a ratio of total areas for the amorphous halo

and diffraction peaks. The Ruland method simultaneously
provides the crystallinity and the degree of crystal imperfec-
tions [2, 7, 9, 16]. It is generally difficult to determine polymer
crystal structures (i.e., atomic coordinates) only from powder
diffraction data of unoriented samples. Uniaxially oriented
samples (film or fiber) are alternatively used to determine the
crystal structure, which is known as an X-ray fiber diffraction
method [8, 9, 17].

10.2.2 Lamellar Morphology

Crystalline homopolymers generally form a lamellar mor-
phology, an alternating structure consisting of crystalline
and amorphous layers (Fig. 10.2c). The crystalline layer
is made up of perfect crystals described in Section 10.2.1
with a typical thickness of several nanometers (Fig. 10.2b).
Constituent chains in the amorphous layer are similar in
conformation to amorphous homopolymers except that one or
both ends are tethered at interfaces between both layers. It is
widely recognized that the entanglement of long chains in a
homogeneous melt, which significantly affects the dynamics
of polymer crystallization, is responsible for the formation
of such lamellar morphology. As a result, the crystallinity
(i.e., volume (or weight) fraction of crystalline layers) is
significantly smaller than one, which can moderately be
controlled by changing crystallization conditions applied to
the system.

The details of the lamellar morphology, such as crystalline
layer thickness lc and amorphous layer thickness la, are
quantitatively evaluated using SAXS [18]. For example,
they are conveniently derived from the one-dimensional
correlation function, that is, Fourier transform of SAXS
curves, assuming an ideal lamellar morphology without any
distribution for lc and la [19]. More detailed information on
the lamellar morphology can be obtained by fitting theoretical
scattering curves (or theoretical one-dimensional correlation
functions) calculated from some appropriate model to SAXS
curves (or Fourier transform of SAXS curves) experimentally
obtained. The Hosemann model in reciprocal space [20] and
the Vonk model in real space [7, 21] are often employed for
such purposes.

In the Hosemann model, which is based on a paracrystalline
model, each crystalline region consists of N alternating stacks
of crystalline and amorphous layers. The scattered intensity
I(s) calculated from this model as a function of s is given by

I(s) ∝ 1
2𝜋2s2

[
Re

{
N

(
1 − fc

)
(1 − fa)

1 − fcfa

}

+Re

{
fa

(
1 − fc

1 − fcfa

)2 (
1 − f N

c f N
a

)}]
(10.5)

where N represents the average number of repeating units of
both layers, and fc and fa are the Fourier transform of thickness
distribution functions hc(x) (with average thickness lc and
deviation 𝛽c) and ha(x) (la and 𝛽a) for the crystalline and
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amorphous layers, respectively, which are given by Gaussian
functions:

hc(x) =
1

𝛽c(2𝜋)1∕2
exp

{
−
(
x − lc

)2

2𝛽2
c

}
(10.6)

ha(x) =
1

𝛽a(2𝜋)1∕2
exp

{
−
(
x − la

)2

2𝛽2
a

}
(10.7)

The parameters included in this model can be evaluated by
fitting Equation 10.5 to I(s) experimentally obtained.

The Vonk model is characterized by an infinite number
of alternating units of crystalline and amorphous layers. The
one-dimensional correlation function 𝛾(x) derived from this
model is expressed as

𝛾(x) =
𝜒c

1 − 𝜒c

{
1

𝜒
2
c
∫

∞

0

(
xc − x

)
hc(xc) dxc + Pcac

+Pcacac + · · · − 1
}

(10.8)

where 𝜒c is a linear crystallinity defined as 𝜒c = lc/(lc+la) and
the terms Pca… c indicate convolution products of the type
qc(x)ha(x)hc(x)… qc(x), in which

qc(x) = ∫
∞

x
hc(xc)∕𝜒c dxc (10.9)

Four parameters, lc, la, 𝛽c, and 𝛽a, can be determined by
curve-fitting procedures using the long period L (=lc + la)
determined from the first maximum of experimental correla-
tion functions. However, the parameters obtained do not have
an equal accuracy.

10.2.3 Spherulite Structure

The spherulite is a sphere-shaped superstructure (Fig. 10.2d),
and usually observed when crystalline polymers are quenched
or slowly cooled from a homogeneous melt into low tempera-
tures. The typical dimension of one spherulite is comparable
to the wavelength of light, so that the appearance of spherulite
structures makes polymer films cloudy. The diameter of one
spherulite is sometimes larger than 1 mm, and we can observe
it directly without using any microscope. In general, many
spherulites come out simultaneously in the system, and the
growth of these spherulites stops completely when neighbor-
ing spherulites impinge on their interface (Fig. 10.2e). The
spherulite has two characteristic patterns when it is observed
using a polarized microscope (PM); extinction rings and
Maltese crosses, as shown in Figure 10.3a. One spherulite
consists of many twisted crystalline layers radiating from a
spherulite center, as schematically illustrated in Figure 10.3b,
although the origin of this twisting of crystalline layers is not
fully understood. The refractive index ellipsoid of crystalline
layers periodically takes an isotropic state during twisting,
where banded rings appear under PM. These banded rings can

be observed in crystalline homopolymers, binary homopoly-
mer blends, and crystalline block copolymers [22–29], and
it is known that molecular characteristics (e.g., molecular
weight or molecular weight distribution) and crystallization
conditions (e.g., crystallization temperature or impurities
included in the system) critically affect the periodic distance
of banded rings and their regularity. Maltese crosses are
observed when the long axis of refractive index ellipsoids is
parallel or perpendicular to the polarizer or analyzer in PM.
Therefore, it appears at every 90∘, which is the same direction
to the polarizer or analyzer.

The details of spherulite structures are usually evaluated
using SALS [30] as well as PM. The SALS result shows a
four-leaf clover pattern, from which it is possible to obtain
an average size of spherulites existing in the system. There-
fore, SALS makes it possible to pursue the growth behavior
of spherulites (i.e., average size of spherulites as a function
of crystallization time) during isothermal crystallization. PM
is employed to intuitively understand a difference in the char-
acteristics of each spherulite structure formed under different
crystallization conditions. It is also possible to evaluate the
average growth rate of spherulites from a persevering obser-
vation using PM.

10.2.4 Crystalline Morphology of Homopolymers
Confined in Isolated Nanodomains

It is revealed from recent experimental studies that the
crystallization of homopolymers spatially confined in small
isolated spaces (nanodomains), such as nanospheres or
nanocylinders with a dimension of ∼10 nm, is extremely
different from that of bulk homopolymers with no spatial
confinement. That is, existing nanodomains significantly
affect the crystallization behavior of confined homopolymers
to yield a unique crystalline morphology in the system.
For example, it is intuitively supposed that the nanodomain
will prevent the formation of morphologies larger than its
dimension (e.g., lamellar morphology or spherulite structure).
The nanodomain in which crystalline homopolymers are
completely confined can be prepared using several meth-
ods; micelles in solution [31, 32], anodic aluminum oxides
(AAO) [33–43], or microdomain structures provided by
crystalline–amorphous diblock copolymers [44–47], where
the dimension and shape of nanodomains critically affect the
crystalline morphology such as crystallinity, crystalline layer
thickness, crystal orientation, and so on. Here, we briefly
describe the crystal orientation of homopolymers confined in
nanocylinders.

The crystalline homopolymers spatially confined in
nanocylinders can be prepared using the microphase sepa-
ration of block copolymers, followed by the photocleavage
of block junctions (Fig. 10.4), where o-nitrobenzyl (ONB)
groups inserted between different blocks are conveniently
used for the photocleavage reaction [48]. Nojima et al.
[44–47] synthesized poly(𝜀-caprolactone)-block-polystyrene
(PCL-b-PS) diblock copolymers with ONB between PCL and
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Figure 10.3 (a) A typical spherulite of poly(𝜀-caprolactone) (PCL) homopolymers in a PCL/poly(vinyl chloride) blend, and (b) a schematic
illustration showing the inside of spherulites.
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Figure 10.4 Schematic illustration showing (a) crystalline blocks and (b) crystalline homopolymers both confined in an identical nanocylin-
der. The crystalline homopolymer is obtained using the photocleavage reaction of ONB inserted between different blocks (closed circles in a).

PS blocks. After forming nanocylinders by the microphase
separation of block copolymers (Fig. 10.4a), ONB was
cleaved using UV irradiation to get PCL homopolymers
confined in nanocylinders surrounded with PS matrices
(Fig. 10.4b), where the vitrification of PS blocks prevented
macrophase separation between PCL and PS homopolymers
after the photocleavage. As a result, they obtained crys-
talline PCL blocks and PCL homopolymers both confined in
identical nanocylinders with varying diameters. Therefore,
it was possible to evaluate the difference in crystallization
behavior and crystalline morphology between PCL blocks
and PCL homopolymers, and also to clarify the character-
istics of homopolymer crystallization spatially confined in
nanocylinders.

The crystal orientation of PCL homopolymers spatially
confined in nanocylinders showed that the c-axis of PCL crys-
tals (stem direction of PCL chains) was always perpendicular
to the cylinder axis but the crystal growth direction depended
significantly on nanocylinder diameter D and crystallization
temperature Tc; the b-axis (fastest growth axis of PCL
crystals) was parallel to the cylinder axis in nanocylinders
with smaller D (≤13.0 nm), whereas the (110) plane of PCL

crystals (fastest growth plane of PCL crystals) was normal
in those with larger D (≥14.9 nm). That is, the growth mode
of PCL crystals was definitely different between smaller
and larger nanocylinders to yield a moderate difference
in the PCL crystallinity. In addition, the degree of crystal
orientation increased remarkably with increasing Tc for PCL
homopolymers (Fig. 10.5), whereas it improved slightly for
PCL blocks, suggesting that the restricted mobility of PCL
blocks with one chain end tethered at nanocylinder interfaces
suppresses favorable crystal growth during isothermal crys-
tallization at higher Tc. Effects of spatial confinement on the
crystallization behavior and crystalline morphology are not
fully understood at present, and therefore extensive studies
are strongly anticipated.

10.2.5 Crystalline Morphology of Polymer Blends

The crystallization of homopolymers in binary blends is more
complicated as compared with that of neat homopolymers.
This is because the second homopolymer, usually amorphous
homopolymer, may accelerate the crystallization by working
as a diluent or decelerate it by disturbing the diffusion of
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Figure 10.5 Schematic illustration showing the difference in crystal orientation between cylindrically confined PCL homopolymers crystal-
lized at −60 ∘C (a) and −40 ∘C (b).

crystalline homopolymers during nucleation and/or growth
processes. The crystalline morphology formed in miscible
binary blends has extensively been studied up to now, which
is summarized in several reviews [49, 50].

In miscible binary blends, amorphous homopolymers
are completely accommodated within amorphous layers of
the lamellar morphology formed after the crystallization of
crystalline homopolymers. Stein et al. [51], for example,
observed the lamellar morphology formed in a miscible
blend of PCL and poly(vinyl chloride) (PVC) using SAXS
as a function of composition. They found that PVC existed
in amorphous layers of the lamellar morphology to yield
a linear increase in the amorphous layer thickness with
increasing PVC composition, whereas the crystalline layer
thickness remained constant irrespective of composition.
Wenig et al. [52] obtained similar results for a miscible blend
of poly(2,6-dimethylphenylene oxide) (PPO) and isotactic
polystyrene (iPS). However, a different result was reported for
a miscible blend of iPS and atactic polystyrene [53], where the
amorphous layer thickness was almost constant irrespective
of composition. Stein et al. [51] explained this difference in

terms of the diffusion rate of amorphous homopolymers and
the crystal growth rate of crystalline homopolymers.

The lamellar morphology formed in miscible blends
is usually observed using SAXS as described in Section
10.2.2, because its typical repeating distance is in the order
of ∼10 nm. In addition, a combination of SAXS and differ-
ential scanning calorimetry (DSC) results straightforwardly
provides the crystalline layer thickness and amorphous layer
thickness if we assume a perfect lamellar morphology with
no transition zone between both layers.

More complicated situation arises when the binary blend
has a liquid–liquid phase-separated region (such as an upper
critical solution temperature (UCST)-type phase diagram)
at temperatures where constituent polymers crystallize, as
shown in Figure 10.6. In this case, we suppose an intimate
interplay between crystallization and phase separation. That
is, the phase separation may assist the crystallization of
constituent homopolymers (case A in Fig. 10.6a) or the
crystallization may promote further phase separation between
components (case B). That is, existing phase-separated
regions will significantly influence the crystallization. Conse-
quently, the resulting morphology is unique; it consists of two
domains, one is rich in crystalline homopolymers to form the

One-phase region

Two-phase region

(a) (b)

T
e
m

p
e
ra

tu
re

T
e
m

p
e
ra

tu
reCloud points

Fraction of crystalline polymers Fraction of crystalline polymers

0 0 11

L + C

L1+ L2

A
A

B

C

B

Melting points

L

Figure 10.6 (a) Cloud points and melting points for a binary crystalline/amorphous homopolymer blend having an UCST-type
phase-separated region. (b) Equilibrium phase diagram expected for this binary blend.
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lamellar morphology inside and the other rich in amorphous
homopolymers with no crystallization, although the phase
diagram at equilibrium predicts a coexistence of solid (or per-
fect crystal) and liquid phases (Fig. 10.6b). Tanaka and Nishi
[54, 55], for example, observed the local phase separation at
the growth front of spherulites in a binary blend of PCL and
PS homopolymers with an UCST-type phase diagram. They
explained this phenomenon in terms of an intimate coupling
of PCL crystallization and phase separation between PCL and
PS. Some unique morphologies have been reported for several
binary blends with an UCST-type phase diagram [56–61].

The miscible blends consisting of two crystalline
homopolymers may form unique morphologies in the system,
and several studies have been reported [62–67]. However,
very few such blends are miscible, so that information on
the crystalline morphology formed in crystalline/crystalline
polymer blends is very limited.

10.3 CRYSTALLINE MORPHOLOGY OF BLOCK
COPOLYMERS

It is widely recognized that amorphous–amorphous diblock
copolymers form a variety of microdomain structures when
the segregation strength between different blocks is mod-
erately large. When one block is crystalline and the other
is amorphous (i.e., crystalline–amorphous diblock copoly-
mers), it is easily supposed that the morphology formation
at low temperatures is driven by a close interplay between

crystallization and microphase separation. That is, the crystal-
lization will start from some microdomain structure already
formed in the block copolymer, where the stability of this
microdomain structure against crystallization is an important
factor in controlling final crystalline morphologies (Fig. 10.7).
That is, two different morphologies, that is, lamellar mor-
phology and crystalline microdomain structure, are formed
depending on static (or thermodynamic) and dynamic reasons
listed in Figure 10.7. When the microdomain structure is not
stable, it is completely replaced with the lamellar morphology
by the crystallization (break-out crystallization, upper route
in Fig. 10.7), whereas the crystalline microdomain structure
is formed when microdomain structures in the melt are suffi-
ciently stable against crystallization or it is substantially frozen
due to dynamic reasons (e.g., glass transition of amorphous
blocks) (confined crystallization, lower route in Fig. 10.7).
The crystallization behavior and resulting morphology of
many crystalline–amorphous diblock copolymers have exten-
sively been studied during the past two decades, and several
review articles are now available for this subject [68–77].

When both blocks are crystalline, the morphology forma-
tion is more complicated because two kinds of crystallization,
as well as microphase separation, intervene during morphol-
ogy formation. It is useful to summarize this morphology
formation in terms of a difference in the crystallizable
temperature Tc of both blocks (Fig. 10.8). When Tc of one
block is considerably higher than that of the other block,
two crystallizations occur almost independently (two-step
crystallization). That is, the crystallization of higher Tc blocks

Break-out 

crystallization 

Lamella Cylinder Sphere

Lamellar crystal

Amorphous layer

Lamellar crystal

a. Thermodynamic stability of microdomain structures
(molecular weight, composition, segregation strength)

b. Mobility of amorphous blocks (glass transition temperature)

c. Crystallization rate of crystalline blocks (degree of supercooling)

d. Other factors

Crystalline–amorphous 

diblock copolymers

Lamella Cylinder Sphere

Microdomain structure

Lamellar morphology

Crystalline microdomain structure
Confined  

crystallization

Figure 10.7 Schematic illustration showing the possible morphology formation in crystalline–amorphous diblock copolymers by the crys-
tallization of constituent blocks. The upper route represents break-out crystallization, that is, the microdomain structure is completely replaced
with the lamellar morphology, whereas the lower route shows confined crystallization, where the microdomain structure is preserved after
crystallization. a–d indicate driving factors for the morphology formation.
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Figure 10.8 Schematic illustration showing the possible morphology formation in crystalline–crystalline diblock copolymers by two kinds
of crystallization. The upper route represents two-step crystallization, whereas the lower route shows simultaneous crystallization, where an
interactive crystallization is usually observed. a–d indicate driving factors for the morphology formation.

yields the lamellar morphology, and subsequently lower Tc
blocks crystallize within this morphology (upper route in
Fig. 10.8). When Tc values of both blocks are sufficiently
close, on the other hand, we expect a simultaneous crystal-
lization, that is, the crystallization processes of two blocks
interact with each other to yield a unique morphology in the
system (lower route in Fig. 10.8).

10.3.1 Crystalline Morphology of Weakly Segregated
Block Copolymers

The thermodynamic stability of microdomain structures
is usually expressed using a parameter 𝜒N (𝜒 : the
Flory–Huggins interaction parameter between different
blocks, N: the overall degree of polymerization of block
copolymers). When 𝜒N is not large, that is, the microdomain
structure is not stable against subsequent crystallization,
it is completely replaced with the lamellar morphology
after crystallization (upper route in Fig. 10.7), which is an
alternating structure consisting of crystalline and amorphous
layers. This lamellar morphology is different from the
usual lamellar morphology of crystalline homopolymers
(Section 10.2.2) in that amorphous blocks are forced to lie
in amorphous layers and the conformation of these blocks is
moderately enlarged in a direction perpendicular to lamella
surfaces.

If we suppose the conformation of crystalline and
amorphous blocks in the lamellar morphology from a ther-
modynamic viewpoint, random coil conformations are most
favorable for amorphous blocks and perfect crystals with
no chain folding for crystalline blocks. However, these two

conditions are not compatible in the lamellar morphology
of block copolymers, because both blocks are linked with a
covalent bond and hence enough space is not available for
the amorphous block to take a random coil conformation
on the crystalline layer with small chain-folding numbers
(Fig. 10.9). As a result, the conformation of both blocks at
equilibrium is driven by a critical balance between an entropic
contribution of amorphous blocks and an energetic one of
crystalline blocks; amorphous blocks are slightly enlarged
in the direction perpendicular to lamella surfaces to reduce
substantial areas on crystalline layers, whereas crystalline
blocks take extra chain foldings to provide some space for the
accommodation of amorphous blocks.

DiMarzio et al. [78] and Whitmore and Noolandi [79]
theoretically predicted an equilibrium lamellar morphology
formed in crystalline–amorphous diblock copolymers. The
long period of the lamellar morphology L, that is, a sum of
crystalline layer thickness and amorphous layer thickness, is
expressed by a scaling form:

L ∝ (Mc + Ma)M
𝛽

a (10.10)

where Mc and Ma are the molecular weight of crystalline and
amorphous blocks, respectively. The value of 𝛽 is predicted
to be −1/3 by DiMarzio et al. [78] and −5/12 by Whitmore
and Noolandi [79]. That is, L decreases with increasing Ma
when the total molecular weight (=Mc +Ma) is constant,
which is intuitively understood by considering that crystalline
blocks take thinner crystalline layers to accommodate larger
amorphous blocks to yield smaller L with increasing Ma.
Many experimental results are reported on the crystallization
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(a) (b) (c)

Figure 10.9 Illustration showing possible conformations of crystalline and amorphous blocks in the lamellar morphology of
crystalline–amorphous diblock copolymers. (a) nf = 1, (b) nf = 2, and (c) nf = 3, where nf represents the chain-folding number of crystalline
blocks.
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Figure 10.10 Plots of log (L/Zt) (Zt =Zc + Za) against log Za. Zc (∝ Mc) and Za (∝ Ma) represent the segment number of crystalline
and amorphous blocks, respectively. Closed circle: data for PCL-b-PB [85], open square: data for PE-b-PEP [84], open circle: data for
PCL-b-PDMS-b-PCL [83]. Nojima et al. [85]. Reproduced with permission of The Society of Polymer Science, Japan.

behavior and the resulting morphology of weakly segregated
crystalline–amorphous diblock copolymers [80–92], and the
lamellar morphology at (quasi-)equilibrium is quantitatively
examined using several diblock copolymers. It is confirmed by
plotting log {L/(Mc +Ma)} against log Ma that Equation 10.10
holds successfully for PCL-block-polybutadiene (PCL-b-PB),
PCL-block-poly(dimethyl siloxane)-block-PCL (PCL-b-
PDMS-b-PCL), and polyethylene-block-poly(ethylene-alt-
propylene) (PE-b-PEP) copolymers (Fig. 10.10). The value
of 𝛽 thus evaluated is −0.54± 0.04, which is roughly con-
sistent with the theoretical predictions (Eq. 10.10). It is also
possible to estimate the chain-folding number of crystalline
blocks nf in the lamellar morphology. For example, Lee
and Register [93] reported using a series of hydrogenated
polynorbornene-block-hydrogenated poly(ethyl norbornene)
copolymers (hPV-b-hPEN) that nf increased discontinuously
with increasing Ma of hPEN.

10.3.2 Crystalline Morphology of Block Copolymers
with Glassy Amorphous Blocks

When the glass transition temperature of amorphous blocks
Tg is significantly higher than the crystallizable temperature of
crystalline blocks, amorphous blocks are vitrified and cannot
move substantially during crystallization. Consequently,
the existing microdomain structure is completely preserved
through the crystallization process, and eventually crystalline
blocks crystallize within this microdomain structure to yield a
crystalline microdomain structure (lower route in Fig. 10.7).
Amorphous domains in the crystalline microdomain structure
are supposed to be hard, so that any deformation of crys-
talline domains is strictly prohibited. This fact intuitively
explains unique experimental results such as a large super-
cooling necessary for the crystallization and extremely low
crystallinity.
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Figure 10.11 Schematic illustration showing the crystal orientation of crystalline blocks confined in hard nanolamellae with varying d. (a)
d∼ 11 nm, (b) d∼ 9 nm, and (c) d∼ 6 nm.

Many experimental results are reported for crystalline
microdomain structures formed in crystalline–amorphous
diblock copolymers with high-Tg blocks [94–105], where the
orientation of lamellar crystals spatially confined in nanocylin-
ders or nanolamellae is interesting because the orientation
depends significantly on confinement conditions (such as con-
finement shape or size) as well as crystallization conditions
(crystallization temperature). Chung et al. [105], for example,
investigated a relationship between the crystal orientation
of PCL blocks and nanocylinder diameter D for cylindri-
cally microphase-separated PCL-block-poly(4-vinylpyridine)
(PCL-b-P4VP) block copolymers. They found that the crystal
growth direction (b-axis) was parallel to the cylinder axis in
nanocylinders with larger D, whereas the crystal orientation
was random in those with smaller D. They explained this
difference in terms of the dynamics of crystal growth within
restricted nanocylinders.

The crystal orientation of crystalline blocks confined in
nanolamellae is also reported [100, 103]. Sun et al. [103], for
example, investigated the crystal orientation of PCL blocks
confined in lamellar microdomains of PCL-b-P4VP as a
function of crystalline layer (i.e., PCL layer) thickness d.
When d was larger (∼11 nm), the c-axis of PCL crystals was
perpendicular to lamella surfaces (Fig. 10.11a), but parallel
at smaller d (∼9 nm) (Fig. 10.11b), and finally random at
extremely small d (∼6 nm) (Fig. 10.11c). This difference in
crystal orientation is successfully explained by the dynamics
of crystal growth within confined nanolamellae. In addition,
the crystal orientation also depends significantly on the
crystallization temperature Tc. Zhu et al. [100] reported the
crystal orientation of poly(ethylene oxide) (PEO) blocks
spatially confined in lamellar microdomains of PEO-b-PS as
a function of Tc. They found that the c-axis of PEO crystals
was perpendicular to lamella surfaces at higher Tc (similar to
Fig. 10.11a), whereas it was parallel at lower Tc (Fig. 10.11b).

It is clear from many experimental results that crystalline
blocks confined in isolated nanodomains surrounded by
glassy (or hard) matrices show unique crystal orientations
as compared with those by soft matrices (Section 10.3.3.).
However, the physical properties of such block copolymers
with crystalline microdomain structures have scarcely been
investigated up to now.

10.3.3 Crystalline Morphology of Strongly Segregated
Block Copolymers

When 𝜒N of crystalline–amorphous diblock copolymers is
sufficiently large, the soft microdomain structure is stable
against the subsequent crystallization. Therefore, this struc-
ture is preserved through the crystallization process, that is,
constituent blocks crystallize within the soft microdomain
structure, to yield a crystalline microdomain structure (lower
route in Fig. 10.7). Amorphous domains in the crystalline
microdomain structure are not hard in this case, so that
crystalline domains can deform moderately during crystal-
lization in order to get a larger crystallinity and/or favorable
crystal orientation, which is critically different from the
crystallization of block copolymers with high-Tg amorphous
blocks, as described in Section 10.3.2.

Several experimental studies are reported on the crys-
talline morphology and crystallization behavior of crystalline
blocks confined in soft nanospheres, nanocylinders, or
nanolamellae [106–110]. Loo et al. [107] examined the crys-
tallization behavior of PE blocks confined in a nanosphere
of a PE-block-poly(styrene-ethylene-butene) copolymer
using time-resolved SAXS, and found that the isothermal
crystallization behavior showed a first-order kinetics, sharply
contrasting with a sigmoidal change usually observed in
crystalline homopolymers. Chen et al. [108] studied the
crystalline morphology formed in a nanosphere provided by a
binary blend of PEO-b-PB copolymers and PB homopolymers
using SAXS and TEM, and showed a moderate deformation
and volume contraction of PEO nanospheres upon crys-
tallization to form ellipsoid objects with an aspect ratio of
ca. 1.3. Ho et al. [110] investigated the crystal orientation
of poly(l-lactide) (PLLA) blocks in PLLA-b-PS diblock
copolymers using two-dimensional SAXS (2D-SAXS) and
2D-WAXD, where the glass transition temperature of PS
blocks was close to the crystallizable temperature of PLLA
blocks. Therefore, it was possible to investigate the crystal
orientation of PLLA blocks confined in soft PS nanolamellae
by setting appropriate crystallization temperatures Tc. They
found that the c-axis of PLLA crystals was always perpendic-
ular to lamella surfaces irrespective of Tc and dimensions of
confinement spaces (i.e., PLLA layer thickness), but soft PS
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Crystallization

Figure 10.12 Schematic illustration showing undulated nanolamellae after the crystallization of constituent blocks.

layers were undulated after the crystallization of PLLA blocks
(Fig. 10.12). They speculated that this undulation might be
ascribed to a change in crystallization mechanisms due to
a change in the confinement nature (hard or soft). Actually,
this change coincided with a transition from homogeneous
nucleation (for hard confinement) to heterogeneous nucleation
(for soft-confinement).

Model crystalline–amorphous diblock copolymers with a
sufficiently large 𝜒N are not easy to synthesize. Therefore,
experimental studies on the confined crystallization within soft
nanodomains are very limited, and a relationship between the
detailed crystalline morphology and the deformation of soft
nanodomains is unclear.

10.3.4 Crystalline Morphology of Double Crystalline
Block Copolymers

The crystalline morphology formed in crystalline–crystalline
diblock copolymers is more complicated as compared with
that in crystalline–amorphous diblock copolymers, because
two kinds of crystallization start from some microdomain
structure existing in the melt. It is useful to classify this
crystallization into two cases in terms of the crystallizable
temperature Tc of both blocks (Fig. 10.8): two-step crystal-
lization when Tc of one block is significantly higher than that
of the other, and simultaneous crystallization when both Tc
values are sufficiently close.

The two-step crystallization has been examined using
several crystalline–crystalline diblock copolymers [111–124].
Essential points of this crystallization are summarized in
the upper route of Figure 10.8; first, the crystallization of
higher Tc blocks forms the lamellar morphology (Fig. 10.2c)

in which lower Tc blocks are completely accommodated,
and subsequently they crystallize within this lamellar mor-
phology. Therefore, the lamellar morphology is a kind of
spatial confinement against the crystallization of lower
Tc blocks. This confinement is expected to be intermedi-
ate between hard confinement by glassy layers (Section
10.3.2) and soft confinement by rubbery layers (Section
10.3.3), because confinement layers consist of hard crystals
covered with soft (or uncrystallized) chains. Nojima et al.
[111–117] investigated the crystalline morphology formed in
PCL-b-PE copolymers by the two-step crystallization of PE
and PCL blocks, where PE blocks always crystallized first
by quenching from a microphase-separated melt to yield the
lamellar morphology consisting of crystalline PE layers and
amorphous PE+PCL layers (PE lamellar morphology), and
subsequently PCL blocks crystallized. They found that PCL
blocks crystallized completely in the PE lamellar morphology
at lower Tc (<30 ∘C), whereas it crystallized by deforming the
PE lamellar morphology at higher Tc (>40 ∘C). Furthermore,
it was found that the orientation of PCL crystals confined
in the PE lamellar morphology depended significantly on
PCL layer thickness d and Tc (Fig. 10.13). This crystal
orientation at each d and Tc should be intimately related to
crystallization mechanisms of PCL blocks confined in the PE
lamellar morphology. It is also reported that existing lamellar
morphologies significantly affect the crystallization of lower
Tc blocks [124].

The simultaneous crystallization has extensively been
examined using PCL-b-PEO copolymers [125–133], where
several characteristic features were disclosed. Shiomi et al.
[128] and Sun et al. [130], for example, reported the for-
mation of interesting spherulites consisting of PCL cores

PE

PCL

PE

c

c

(a) (b) (c)

Figure 10.13 Schematic illustration showing the orientation of PCL crystals spatially confined in the PE lamellar morphology at different d
and Tc. (a) 16.5 nm≥ d≥ 10.7 nm (45 ∘C≥Tc ≥ 0 ∘C), (b) d∼ 8.8 nm (45 ∘C≥ Tc ≥ 25 ∘C), and (c) d∼ 8.8 nm (20 ∘C≥ Tc ≥ 0 ∘C).
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and PEO coronas, which was ascribed to a moderate differ-
ence in crystallization rates between PCL and PEO blocks.
However, the electron density of amorphous PEO blocks is
approximately equal to that of amorphous PCL blocks, so
that SAXS data do not provide information on the phase
state of molten PCL-b-PEO copolymers (i.e., miscible or
microphase separated). Therefore, the effects of microdomain
structures on the simultaneous crystallization behavior and
the resulting crystalline morphology cannot be clarified only
from SAXS measurements. The simultaneous crystallization
is also investigated using other crystalline–crystalline diblock
copolymers [124, 134–141], and it is found from these results
that the crystallization behavior of one block is significantly
influenced by the crystallization process of the other block
(interactive crystallization) to yield a complicated crystalline
morphology. However, the resulting crystalline morphology is
not fully understood in terms of an intimate interplay between
microphase separation and two kinds of crystallization.

10.4 CONCLUDING REMARKS

The crystallization of homopolymers yields a hierarchical
structure in polymer materials, which substantially controls
their physical properties. Therefore, the crystalline morphol-
ogy of homopolymers has been one of the important research
subjects in polymer science. In addition, the crystallization
of homopolymers spatially confined in various nanodomains,
such as micelles, AAO, or microdomain structures, may bring
new information on crystallization mechanisms of homopoly-
mers, because it will be possible to highlight a specific
crystallization mechanism (e.g., nucleation or crystal growth)
in the overall crystallization process consisting of several
combined mechanisms. Furthermore, the crystallization in
nanodomains has the possibility of providing new polymer
materials, and their physical properties should be unique as
compared with usual polymer materials. This is because the
substantial control of nano-ordered structures formed in poly-
mer materials will be possible by this crystallization, which is
never achieved by the crystallization of neat homopolymers.

The basic research on the crystallization in more compli-
cated systems started recently to find out unique morphologies
formed in polymer systems. The crystallization of block
copolymers is a striking example of such crystallization,
which is intimately dependent on the molecular charac-
teristics of crystalline block copolymers. For example, the
crystallization of crystalline–amorphous diblock copolymers
yields the lamellar morphology or crystalline microdomain
structure depending on 𝜒N of block copolymers, Tg of amor-
phous blocks, crystallization conditions, and so on. These
kinds of crystallization have the possibility of developing
new crystalline polymer materials. Therefore, we strongly
anticipate future advances in this research field.
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11.1 INTRODUCTION

Polymer crystallization can be described as a phase transi-
tion process from the disorder isotropic melt to the order
semicrystalline one. The disorder state is characterized by
the randomly coiled chains, while the order state is complex
because it is formed by crystalline chain-folded lamellae
surrounded by the amorphous chains that constitute the
fold surfaces and the interlamellar regions. The amorphous
interfaces are formed by entanglements, end groups, bulky
substituent groups, and chain defects, all of which cannot be
included into the crystalline lattice. Polymers form metastable
(thin) lamella separated by intervening amorphous layers and
are nearly always semicrystalline.

The nanoscopic dimension of the crystalline lamella is its
thickness, because the other two dimensions are usually much
larger. The lamellar thickness depends on the supercooling at
which it was grown (so it also depends on the crystallization
temperature). The polymer crystallization process is a function
of both thermodynamic and kinetic factors, but the latter ones
usually dominate. The crystal grown at a given temperature
is the crystal with the highest growth rate, not necessarily the
structure with the lowest free energy.

The supercooling ΔT can be defined by Equation 11.1. It
is always necessary to apply a finite supercooling in order to
induce crystallization, and the crystallization rate is directly
proportional to the supercooling.

ΔT = T0
m − Tc (11.1)

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

Polymer crystals are metastable (i.e., instead of forming
extended chain-length infinite crystals, they form thin lamel-
lae). As they are nonequilibrium structures, they may rear-
range and modify their structure over time. Many variables
can affect the metastability of polymer crystals, such as tem-
perature, pressure, stress, or solvent vapors. This gives great
importance to the history of preparation of a crystal.

Polymer crystallization is of great theoretical and practical
significance and an extensive literature has been published
that spans many decades. Some of the classic textbooks that
have reviewed fundamental aspects of polymer crystallization
are those by Wunderlich [1–3], Mandelkern [4, 5], Schultz [6],
Gedde [7], and Hiemenz and Lodge [8]. More specialized
books review recent literature; highlight controversies on
polymer nucleation, crystallization theories, and simulation;
and also present new experimental results on multiphasic
materials [9–13].

In this chapter, we take a practical approach to briefly
explain how to experimentally determine both spherulitic
growth rates by polarized light optical Microscopy (PLOM)
and overall isothermal crystallization kinetics by differential
scanning calorimetry (DSC). We give examples on how to
fit the data using both the Avrami theory and the Lauritzen
and Hoffman theory. Both theories provide useful analytical
equations that when properly handled represent valuable tools
to understand crystallization kinetics and its relationship with
morphology. They also have several shortcomings that are
pointed out.
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11.2 CRYSTALLIZATION PROCESS

The crystallization starts by a nucleation process and it con-
tinues by crystal growth [4, 10]. It is a matter of controversy
if spinodal decomposition can occur during crystallization.
The nucleation process is still under extensive investigation,
because the advances in experimental techniques and new
theoretical developments and simulations are facilitating
the study of the early stages of crystallization. Many recent
studies are dedicated to the melt organization prior to crys-
tallization, and whether the melt can possess precursors
or early metastable liquid crystalline-like structures that
can later give origin to crystalline lamellae [10, 11, 14–19].
Computer simulations have also been extensively discussed,
especially those by Muthukumar [11, 16, 20] and Hu et al.
[13, 21, 22]. Strobl [10, 11, 23] has proposed a new nucleation
and crystallization phenomenological model to try to explain
controversial experimental results related to the early stages
of chain organization.

Homogeneous nucleation is assumed to occur when a
small group of aligned segments forms an embryo or cluster
with appropriate size. This local chain alignment (embryo)
is metastable. Embryos generate from random fluctuations
and can melt again. Only those clusters that are larger than
a critical size would act as nuclei. The way these nuclei are
formed from the disorder state, that is, their relation to the
density fluctuations, is still a matter of discussion.

On the other hand, heterogeneous nucleation is commonly
originated by foreign nuclei, that is, any (low mass) particle
with the correct size and surface, because it requires a
much lower energy barrier than homogeneous nucleation.
Commercial polymers typically nucleate in catalytic debris
and any other impurities that are left over from their syn-
thesis and/or their first processing before the material is
commercialized.

Crystal growth is initially restricted to lamellae growing
away from the nucleus, into the three-dimensional space. Each
lamella grows linearly, creating the skeleton of the spherical
semicrystalline entity. In order to fill the three-dimensional
space, the lamellae must split and branch out to form a
superstructure composed of lamellar stacks and intervening
amorphous regions. This superstructural semicrystalline
unit is called the spherulite. The spherulitic radial growth is
stopped by the – also growing – neighboring spherulites. The
primary crystallization occurs before spherulite impingement,
when free growth of the superstructural units occurs. After
impingement, a secondary crystallization process takes place
where crystallization mainly occurs in the interspherulitic
regions, although some intraspherulitic crystallization is also
possible (within the inter-lamellar regions).

The crystallization of polymers has been studied both in
solution and from the melt. Crystallization also occurs during
polymerization and during cooling from the melt with imposed
orientation (e.g., injection molding). In this chapter, we focus
particularly on the isothermal melt crystallization under qui-
escent conditions.

The topotactic or crystallization in the solid state is one of
the few methods that can produce single crystals that approach
100% crystallinity degree. The monomers should also be
able to form a single crystal that can, during exposure to an
ionizing radiation, polymerize and transform into a polymer
single crystal [24]. The final properties of crystals formed
by solid-state polymerization can be very interesting. For
example, poly (sulfur nitride) crystals prepared by solid-state
polymerization can form macroscopic single crystals that
conduct electricity along the crystal axis (corresponding to
the chain c direction) and can even have superconducting
properties at sufficiently low temperatures [2, 4]).

The crystallization induced by orientation consists
of stretching polymer chains to form fibrous crystals or
fibers [25]. The formation of such fiber-like morphology is
accompanied by the formation of a typical “shish–kebab” or
bottlebrush morphology [2, 4–12, 25–27]. A relevant reference
for crystallization under orientation during different polymer
processing operations has been recently published [28].

The crystallization of polymeric chains under quiescent
conditions has been observed and studied for a very large
number of synthetic and natural polymers from both dilute
solution (leading to the preparation of single crystals and
single-crystal mats) and the melt (usually yielding superstruc-
tural 3D structures like spherulites, although 2D structures
like hedrites and axialites are also possible).

The crystallization from dilute solutions has been used
extensively to study the fundamental aspects of the structure
and morphology at a molecular level [1–12, 29]. On the other
hand, the crystallization from the melt is more complex,
because diffusion and kinetic effects can often dominate,
but it is closer to the solidification conditions applied during
processing operations.

The nucleation, growth, and kinetics of development of the
spherulitic superstructural aggregates are of fundamental and
practical interest, and it is the main topic of this chapter.

11.3 CRYSTALLIZATION KINETICS

Spherulites constitute the most common morphological
texture of polymers crystallized from the melt. The nucleation
and crystallization kinetics controls the spherulitic texture,
which in turn can greatly affect the mechanical properties of
the polymer.

Generally, growth rates of polymers are evaluated by
visually following the growth of spherulites developing at
constant temperature (using PLOM). The radii of spherulites
are usually found to be a linear function of time; that is, the
growth rate remains constant during isothermal crystallization
(see Figure 11.1). This procedure gives accurate growth
rate values, but takes a long time and may not be useful for
polymers with high nucleation densities in which spherulites
are too small to be continuously monitored during crystal-
lization through an optical microscope (e.g., high-density
polyethylene) [2, 4, 6–8, 12, 25].
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Figure 11.1 Spherulite radius versus isothermal crystallization
time, at a fixed isothermal temperature (41 ∘C) for a PCL with a
Mn = 3.800 g/mol.

The PLOM technique has several limitations: (i) the
presence of additives with high refractive indices hinder the
observation of polymer samples under light transmission
microscopes [4] and (ii) if spherulites with different growth
rates are present in various concentrations during transforma-
tion (as for polymorphs and polymer blends), the measure of
growth rates may not be easy, especially for less abundant
spherulite types.

In order to bypass such limitations, the overall crystal-
lization kinetics may be determined by DSC. However, in
this case, both primary nucleation and crystal growth will
make a contribution to the overall isothermal crystallization
rate [6, 7, 12]. Ideally, it would be better to determine both
spherulitic growth rate and overall isothermal crystallization
kinetics in separate experiments, if possible. In the literature,
the most commonly reported [30] type of isothermal crystal-
lization kinetic data is that measured by DSC, because it is
the easier to obtain. The DSC experimental approach can be
very useful and in some cases, the DSC data thus obtained
can provide not only the overall crystallization rate but also
the separation of the individual contributions of the primary
nucleation and growth rate (more details to follow).

11.3.1 The Avrami Equation [31]

Crystallization theories have been developed for low-molecular-
weight substances and later adapted to polymers. One of the
first theories to study such phenomena was the “free growth”
theory formulated by Göler and Sachs [5, 8, 32, 33]. They
established that once a given nuclei or center is initiated, it
grows unrestrained or without the influence of others that may
have also been nucleated and could be growing within the
same time scale. If N′ is the steady-state nucleation rate per
unit of untransformed mass (where all the material is in the
liquid state or yet to be converted to the solid state), w(t,𝜏) is
the mass of a given center at time t, that was initiated at time
𝜏 (𝜏 ≤t), then:

1 − 𝜆(t) = ∫
t

0
w(t, 𝜏) ⋅ N′(𝜏) ⋅ 𝜆(𝜏) ⋅ dt (11.2)

where 𝜆(t) is the relative untransformed fraction at time t. The
value of 𝜆(t) ranges from 1 to 0, indicating that all the mate-
rial is initially fully amorphous (at t= 0, 𝜆= 1) and then it will
be progressively converted, until it achieves a saturated nor-
malized degree of crystallinity. This corresponds to a relative
untransformed fraction that varies from 0 (fully amorphous) to
1, or to complete conversion to the semicrystalline state.

Assuming that the polymer structure can be described by
a two-phase model and considering the densities of the crys-
talline (𝜌c) and liquid phases (𝜌l), Equation 11.2 can be alter-
natively written as

1 − 𝜆(t) =
𝜌c

𝜌l ∫
t

0
v(t, 𝜏) ⋅ N(𝜏) ⋅ 𝜆(𝜏) ⋅ dt (11.3)

where N(𝜏) is the nucleation frequency per untransformed vol-
ume and v(t, 𝜏) is the volume of a given center at time t, that
was started at time 𝜏 (𝜏 ≤t). It is generally agreed [5, 34–39]
that in order to solve this integral equation (Eq. 11.3), it is nec-
essary to specify the details of the nucleation and growth rates.
One simple solution is to consider a constant nucleation rate
of nuclei that is characterized by free growth linearly in 1 to 3
dimensions.

The Avrami equation, also referred to as the Kolmogorov–
Johnson–Mehl–Avrami equation [34–37, 40], can be consid-
ered to be one of the possible solutions of Equation 11.3, and
in its simplest form it can be expressed as [31, 34–39, 41]

1 − Vc(t) = exp(−ktn) (11.4)

where Vc is the relative volumetric transformed fraction, n is
the Avrami index, and k the overall crystallization rate con-
stant (i.e., it includes contributions from both nucleation and
growth). Equation 11.4 is the general Avrami relationship, tak-
ing into consideration a constant nucleation rate and constant
linear growth. There are obviously many different possibilities
that can be considered, resulting in a wide variety of expres-
sions, considered to be derived Avrami equations. We only
consider here the practical application of this simple equation
for those cases where it can describe the experimental data
obtained by DSC [31, 41].

The Avrami theory usually provides a good fit of the exper-
imental data at least in the conversion range up to the end
of the primary crystallization, that is, up to the impingement
of spherulites at approximately 50% conversion to the solid
semicrystalline state.

In Equation 11.4, the Avrami index can be considered as a
first approximation to be composed of two terms [42]:

n = nd + nn (11.5)

where nd represents the dimensionality of the growing
crystals, which should correspond to 1, 2, or 3 for one-,
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two-, or three-dimensional entities. In the case of polymers,
only 2 and 3 are commonly obtained as they represent axi-
alites (two-dimensional lamellar aggregates) and spherulites
(superstructural three-dimensional aggregates), respectively.
The time dependence of the nucleation is represented by
nn. In principle, its limiting values should be either 0 or 1,
where 0 corresponds to purely instantaneous nucleation and
1 to purely sporadic nucleation. The nucleation may not be
completely sporadic or completely instantaneous, a fact that
may lead to noninteger contributions to the Avrami index.

Based on the above, the limiting values of the Avrami
index for free growth (without any diffusion problems) should
be an integer number between 1 and 4. The summary of
the theoretically expected Avrami index values is presented
in Table 11.1. However, in practice, the values normally
measured are rarely integer numbers, and even values lower
than 1 have been reported [6, 31, 42–44]. Those discrepan-
cies are understandable, because the Avrami equation was
developed for general crystallization, and therefore there
are some considerations and limitations related to polymer
crystallization. In those cases where the growth of spherulites
is not linear with time, the crystallization process may be
governed by diffusion and nn can have a value of 0.5, which
indicates the Fickian dependence of growth with the square
root of time [6, 31, 43, 44].

In the past few years, we have been employing the Avrami
equation [31, 42, 45–76] to analyze DSC overall isothermal
crystallization kinetics in many different types of polymeric
materials and we have encountered many practical prob-
lems [31] that are sometimes apparent in published isothermal
crystallization calorimetry data. Some of those problems are
treated here as examples.

Isothermal crystallization of a model hydrogenated polybu-
tadiene, HPB (Mn of 25 Kg/mol, polydispersity index of 1.01,
∼10 wt% ethyl branches) was carried out on a Perkin-Elmer®
DSC7 (the synthesis and experimental procedure for the prepa-
ration of the HPB has been described in Refs [77, 78]).

All the calculations needed to perform the Avrami fits and
comparisons between the experimental data and the predic-
tions of the theory were performed with an Origin® appli-
cation software that was developed by our group [31]. This
Origin® plugin was designed to analyze the DSC isotherms,
establish the baseline, calculate integrals, perform the linear
fit according to the Avrami equation, calculate fitting errors,

and perform graphical comparisons between the experimen-
tal data and the predictions. This Avrami plugin is available
for free distribution upon request [79]. All fits, except when
indicated in the text, were performed for a relative volumetric
conversion range encompassing 0.03 to 0.2, that is, from 3%
to 20% relative conversion to the semicrystalline state.

Figure 11.2 presents the experimental data obtained by
DSC of the crystallization of the HPB sample at 93 ∘C. The
initial rise in the curve corresponds to the thermal stabilization
of the equipment; the sample was quickly cooled at 60 ∘C/min
from the melt (120 ∘C) down to the crystallization temperature
and the isothermal run was immediately started. The induction
time (that, in this case, includes the stabilization time) has
been named t0 and was subtracted from the time t (i.e., the
time at which the experiment was started).

The Avrami equation can be adjusted to adapt better to
experimental polymer crystallization data. Firstly, the relative
volumetric fraction (Vc) used in the Avrami equation can be
calculated as [7, 31]

Vc =
Wc

Wc +
𝜌c

𝜌a
(1 − Wc)

(11.6)

where 𝜌c and 𝜌a are the fully crystalline and fully amorphous
polymer densities, respectively (see Table 11.2). In this case,
we have employed the following values that correspond to
polyethylene: 𝜌c = 1.004 and 𝜌a = 0.853. Wc is the crystalline
mass fraction that can be calculated as

Wc =
ΔH(t)
ΔHtotal

(11.7)

taking ΔHtotal as the maximum enthalpy value reached at the
end of the isothermal crystallization process, while ΔH(t) is
the enthalpy variation as function of the time spent at a given
crystallization temperature. Both quantities can be obtained
from the integration of the experimental data presented in
Figure 11.2.

Applying logarithmic properties to both sides of
Equation 11.4, the following equation can be obtained:

log[− ln[1 − Vc(t)]] = log(k) + n log(t) (11.8)

This equation is used to construct the so-called Avrami
plot shown in Figure 11.3. The experimental data are

TABLE 11.1 Values of the Avrami Index n for the Different Cases of Nucleation and Possible
Crystal Dimensionalities [5, 7]

Dimension Geometry Instantaneous
Nucleation

Sporadic
Nucleation

Sporadic Nucleation,
Diffusion Controlled

1D Line 1 2 1
2D Circular 2 3 2
3D Spherical 3 4 5/2

Fibril ≤1 ≤2
Circular lamellar ≤2 ≤3
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Figure 11.2 Isothermal DSC scan of HPB (open circles). The sample was previously melted at 120 ∘C for 3 min and then cooled at 60 ∘C/min
to the isothermal crystallization temperature of 93 ∘C. The solid line was calculated after an Avrami fit performed to the data. The solid vertical
lines indicate the values of the experimental half-crystallization times.

TABLE 11.2 Density Values, 𝝆c and 𝝆a, for Some Selected
Common Polymers [30]

Polymer 𝜌c (g/cm3) 𝜌a (g/cm3)

Poly 𝜀-caprolactone (PCL) 1.175 1.09
Poly(lactic acid) (PLA) 1.29 1.248
Poly(ethylene terephthalate) (PET) 1.455 1.333
Poly(ethylene oxide) (POE) 1.239 1.124
Polyamide 6 (PA6) 1.12–1.14 1.09
Polystyrene (isotactic) (iPS) 1.111 1.04–1.065
Polyethylene (PE) 1.004–0.9953 0.854
Polypropylene (isotactic) (iPP) 0.932–0.943 0.850–0.854

obtained from the integration of the DSC isothermal data
of Figure 11.1. From the slope and intercept of the linear
fit presented in Figure 11.3 plotted using Equation 11.8, the
Avrami index “n” and the overall crystallization rate constant
“k” can be obtained. A conversion range (Vc range) needs to
be selected because the Avrami equation rarely describes the
whole conversion process (Vc[0–100%]).

In general, the equation can describe the overall trans-
formation process until the primary crystallization ends (Vc
<40–50%). The software that we have developed allows
choosing the conversion degree or Vc values for the fit.

As the calculation of n and k is performed by fitting the data
in a double-logarithmic plot, the correlation coefficient of the
fit has to be very high if a good fit is to be obtained. We propose,
based in our experience on this type of curve fitting, that the R2

value must be 0.9990 or larger in order to represent a very good
fit of the data in a specific conversion range. Therefore, one can

choose different conversion ranges in order to maximize the
value of R2. For the fitting presented in Figure 11.2, the best
R2 value (0.9995) was obtained with the relative conversion
range of 3–20%, and this fit can be easily examined by

i) a comparison between the experimental crystallization
exotherm obtained by DSC with that computed using
the predicted values given by the Avrami equation with
the fitted n and k values (as presented in Figure 11.2)
and

ii) a comparison between the experimental and the pre-
dicted relative untransformed fraction (i.e., 1−Vc) as
function of time (see Figure 11.4). Figures 11.2–11.4
show that the quality of the Avrami fit was excellent,
until a Vc value of approximately 0.5% or 50% conver-
sion. This is in agreement with the common assumption
that primary crystallization usually ends at around 50%
conversion.

In a previous work [31], practical guidelines were given for
the Avrami equation fitting to DSC isothermal polymer crys-
tallization kinetics. It was recommended that:

i) Controlled cooling rates from the melt to the isothermal
crystallization temperature of 60 ∘C/min or higher be
used, in order to prevent previous nonisothermal crys-
tallization of the sample in the case of polyolefins or
polymers that can rapidly crystallize. In fact, it is rec-
ommended that some preliminary tests be performed
to check for possible crystallization during the cooling
stage from the melt to Tc. This can be easily performed
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Comparison between the experimental data and the Avrami fit employing a relative conversion range between 3% and 20%.

by cooling the sample from the melt at 60 ∘C/min to
Tc and then, without any waiting period, immediately
recording a heating scan from Tc to the melt. If any
melting signal is present, then the sample has crystal-
lized during cooling and the Tc temperature chosen can-
not be employed. A higher Tc should then be tested. In
this way, the minimum Tc value can be chosen.

ii) A complete DSC record of the isothermal crystalliza-
tion exotherm must be obtained in order to guarantee

the establishment of a good baseline and avoid errors
associated with the integration of incomplete traces.

iii) The relative conversion range from the melt to the
semicrystalline state must be chosen within the primary
crystallization range of the sample under study and
can be tuned according to the correlation coefficient
obtained in the Avrami plots.

iv) The induction time, t0, must also be determined and
subtracted from the data.
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The last two items (iii and iv) are crucial for a good fit of
the Avrami equation to the experimental DSC data, and those
items will be explained in more detail below.

11.3.1.1 The Role of the Induction Time, to The Avrami
equation, in its simplest form (Eq. 11.4), gives a value of
1−Vc equal to 1 when the crystallization time is 0; any value
lower than 1 at any later time implies that crystallization has
started. Therefore, in mathematical terms, the equation is
only defined when crystallization starts. The equation cannot
account for a time period where there is no crystallization. For
simplicity, the initial time when the Avrami fit is applied will
be denoted as the initial crystallization time or the induction
time for the beginning of the crystallization “t0.” In other
words, if we denote the absolute time t as the time at which the
temperature reaches the desired crystallization temperature,
a certain time may elapse before crystallization starts (this
time is precisely t0) and this time must be subtracted from the
absolute time or, in other words, time count must start from
time equal to t0.

Therefore, a minor modification into the Avrami classical
equation has to be introduced, in order to take into considera-
tion the experimental induction time t0. Equation 11.4 can be
then rewritten as

1 − Vc(t − t0) = exp(−k(t − t0)n) (11.9)

and after applying logarithmic properties:

log[− ln[1 − Vc(t − t0)]] = log(k) + n log(t − t0) (11.10)

The incorporation of the induction time into the Avrami
equation allows us to achieve reasonable results concerning the

parameters obtained after the abovementioned linear fit. This
can be observed if we compare the exotherms in Figure 11.5.
Curves (a) and (c) presented in Figure 11.5 are quite simi-
lar Avrami parameters after the initial crystallization time is
adjusted to t0.

11.3.1.2 Effect of the Conversion Range Chosen to Fit
the Experimental Data It is recommended that a reasonable
conversion range that is within primary crystallization is
chosen in order to fit the data. Table 11.3 shows the effect
of varying the relative conversion to the semicrystalline state
expressed by the values of Vc on the correlation coefficient
of the Avrami plot fit (R2) and also on the relative error with
respect to the ideal case (which, in this case, was taken as the
fitting with the largest R2 value, that is, the fitting in the range
3–20%).

Evaluating the results presented in Table 11.3 two major
conclusions can be drawn:

i) It is advisable to neglect the initial data points (Vc < 3%)
due to experimental errors during the first stages of the
crystallization process regarding the stabilization of the
equipment and the small quantity of heat evolved.

ii) The secondary crystallization processes produces non-
linearity in the Avrami plot, and the errors are clearly
appreciated beyond 50% conversion in the case of the
HPB employed here as an example.

It is also worth noting in Table 11.3 that the Avrami index
experiences more variations than k upon changes in the
relative conversion range employed for the fit. If the entire
DSC isotherm is employed (0–100% relative conversion
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TABLE 11.3 Comparison of the Avrami Parameters as a Function of the Relative
Crystal Volumetric Fraction (Vc) Range

Vc Range Avrami Index k Constant R2

n % Errora k (min−n) % Errora

3–20 2.62 0 0.311 0 0.9999
0–10 2.47 6 0.267 8 0.9983
0–20 2.50 5 0.284 9 0.9985
5–20 2.60 2 0.309 1 0.9991
5–35 2.49 5 0.296 5 0.9990
5–50 2.84 8 0.284 9 0.9954
0–100 1.59 39 0.19 36 0.9327

aAbsolute relative errors were calculated on the basis of the control sample: 3–20% conversion range and
are set in italics.

range), a relative error greater than 35% was detected for both
n and k, these values represent the largest errors in Table 11.3.

11.3.2 Nucleation and Crystal Growth:
Lauritzen–Hofmann Theory

According to classical crystallization theories, the temperature
dependence of the linear spherulitic growth rate (G) can be
expressed by two exponential factors: the molecular transport
term and the nucleation term [2, 5, 7–10, 25]. It has been
shown that these two terms have opposite crystallization
temperature dependence behavior, thereby producing a
maximum in growth rate (known as GMAX). Many polymeric
materials display a bell-shaped temperature dependence of
the crystal growth rate, exhibiting a maximum growth rate
at Tcmax [2, 4, 7–10, 25, 43, 80] (Fig. 11.6). From studies of
the crystallization behavior of several polymeric materials, it
has been demonstrated that the molecular transport term is
of considerable importance at high supercoolings (left-hand
side of the bell-shaped curve) and can be expressed by a
WLF (Williams–Landel–Ferry)-type function. Therefore,
the macromolecules diffusion will become very difficult as
temperature approaches the glass transition temperature, Tg,
and the growth rate decreases to zero at temperatures near or
below Tg, as shown in Figure 11.6. On the other hand, the
secondary nucleation (or crystal growth) term is dominant in
the high-crystallization temperature range (right-hand side
of the bell-shaped G curve of Fig. 11.6). Considering that
in order to initiate the formation of a stable nuclei the melt
has to be supercooled, it can be established that the greater
the degree of supercooling the more favorable will be the
thermodynamic conditions for nuclei generation.

Figure 11.6 also shows a schematic comparison between
primary nucleation rate (I) and spherulitic growth rate (G),
where it can be appreciated that both the primary nucleation
(I) and the spherulitic growth (G) rates exhibit a bell-shaped
curve with a maximum rate with crystallization temperature.
The nucleation behavior is generally more complicated as
compared to crystal growth. In fact, the spherulitic growth rate
is mainly governed by the supercooling, while primary nucle-
ation could be affected by the crystallization temperature,

Crystal growthNucleation

R
a
te

Temperature (°C)

Imax

Gmax

TmTg

Figure 11.6 Schematic plots for the primary nucleation rate (I) and
crystal growth rate (G) as a function of the isothermal crystallization
(or nucleation) temperature. Adapted from Lorenzo and Müller [60].

the density of heterogeneities present in the melt, and by the
presence or absence of nucleating agents. Umemoto et al. [81]
reported experimental data for the primary nucleation rate and
growth rate in a wide range of temperature for poly(ethylene
succinate) (PESU) that exemplifies the trend shown schemati-
cally in Figure 11.6, a trend that has been demonstrated many
times in the literature [80].

If the crystallization kinetics is determined by DSC,
both primary nucleation and crystal growth will make a
contribution, resulting in a mathematical superposition of
both bell-shaped curves shown in Figure 11.6. It is useful
to be able to extract from DSC data not only the commonly
obtained overall crystallization rate but also the separation of
the individual contributions of the primary nucleation and the
growth rate.

Isothermal crystallization kinetics data can be analyzed
with a variety of models in order to quantify the energy
barriers associated with the nucleation and crystal growth:

i) The Lauritzen and Hoffman (LH) model, which has
the advantage of providing analytical expressions
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for the growth rate as a function of supercooling
[2, 4, 7–10, 25].

ii) The Sadler and Gilmer (SG) theory, inspired by the
thermal roughening phenomenon observed in low
molecular weight molecules, where the removal of
shorter stems is the controlling factor for growth
kinetics in polymeric materials [7, 41, 82].

iii) Strobl has recently promoted a discussion in the poly-
mer crystallization field by arguing that a mesomorphic
precursor phase had to be formed before the more stable
crystalline phase appears [10, 23, 83].

iv) Extensive computer simulations have also been pre-
sented, especially those of Muthukumar [11, 16, 20]
and Hu et al. [13, 21, 22], among others [12].

Even though the model of nucleation and growth pro-
posed by Lauritzen and Hoffman (LH model) has been
under much criticism lately in view of recent morpholog-
ical findings that lend some support to theories (ii) to (iv)
[5, 7–10, 12, 16, 20, 23, 25, 83], it is still one of the few models
that provides easy-to-use mathematical expressions that are
capable of describing well the experimental data (even though
the physical meaning of some of the fitting parameters could
be questionable) and therefore it is widely employed.

When the isothermal crystallization is determined by
spherulitic growth experiments, the energy barrier determined
by applying the LH model refers exclusively to secondary
nucleation or crystal growth. Instead, when the inverse of
half-crystallization time (1/𝜏50%) values obtained from DSC
isothermal overall crystallization kinetic data is considered,
both primary nucleation and crystal growth are considered.
Therefore, the energetic parameters that we obtained after
applying any classical kinetic crystallization theory to DSC
data will include contributions from both processes.

The generalized LH model equation can be expressed as
[5, 7–10, 25, 84, 85]

A(T) = Ao exp

(
−U ∗

R
(
Tc − T∞

)) exp

(
−Kg

A

TcΔTf

)
(11.11)

where

A(T) is a measure for crystal growth (G(T), from PLOM), or
a measure for the overall crystallization kinetics (1/𝜏50%,
from DSC).

Ao is a crystallization rate constant (Go for crystal growth
or 𝜏o

−1 for the overall crystallization).
U* is the activation energy for the transport of the chains to

the growing front (1500 cal/mol is usually employed).
R is the gas constant.
Tc is the isothermal crystallization temperature.
T∞ is the temperature at which chain mobility ceases, and

it is usually taken as (Tg – 30) (K).

ΔT is the supercooling defined as (Tm
0 − Tc), where Tm

0 is
the equilibrium melting point.

f is a temperature correction term equal to: 2Tc∕(Tc + Tm
0).

Kg
A is the energy barrier for the crystallization process (Kg

G

for crystal growth, and Kg
𝜏 for the overall nucleation and

crystal growth kinetics).

Polymers usually exhibit spherulitic growth from the melt
state and they often show a maximum growth rate at a given
crystallization temperature, although in very flexible polymers
the measurement of the left-hand side of the bell-shaped curve
(the diffusion control side) is hindered by experimental condi-
tions (i.e., at such high supercoolings, polymers like polyethy-
lene crystallize during cooling to Tc almost regardless of the
quench rate employed). Recently, chip calorimeters have pro-
vided unprecedented cooling rates that have allowed the deter-
mination of the full crystallization range overall kinetics in
polymers like PCL [86] and PP [87].

Using a commercial sample of poly(1,4-dioxan-2-one)
(PPDX15, Mn of 15 Kg/mol and polydispersity of 1.2, more
details in Refs [53, 88, 89]), which exhibited well-developed
spherulites whose growth rate can be easily determined
by PLOM [52, 90], Figure 11.8 prepared and shows the
experimentally determined spherulitic growth rates (G) as a
function of crystallization temperature (Fig. 11.8a). The data
points clearly exhibit the classical bell-shaped curve discussed
above [52, 90]. We used our “LH Model fit” Origin® plugin,
that was designed to analyze crystallization kinetic data (G
or 1/𝜏), performing the linear fit according to the LH theory
model. This “LH Model Fit” is available for free distribution
upon request [79].

Figure 11.8b shows the usual way of fitting the experimen-
tal data to the LH theory by plotting ln G + U∗

R(Tc−T∞) versus
1

Tc⋅ΔT⋅f
, a straight line should be obtained and Kg

G can be deter-
mined from the slope of the plot. We have assumed that crystal
growth occurs under Regime II [7, 52, 84, 85, 88–90] and the
values of all parameters employed for the calculation are listed
at the bottom of Table 11.4 [52]. Once we determined Kg

G,
we calculated the theoretical prediction from Equation 11.11
and plotted the results over the experimental data points in
Figure 11.7.

TABLE 11.4 Lauritzen–Hofmann Kg Values Obtained (by
PLOM and DSC) for the PPDX15

(K2)× 10−4

Method Kg R2

PLOM 17.2 0.9982
DSC
Neat 31.0 0.9987
Self-nucleated at 117 ∘C 17.0 0.9995
Nucleation contribution (%) 44.5 —
Crystal growth contribution (%) 55.5 —

Values employed for the LH fitting: U*= 1500 cal/mol, Tm
0 = 127.1 ∘C,

ΔHm
0 = 141.2 J/g, Tg =−10 ∘C, T∞ =−30 ∘C. Errors in Kg are estimated to

be less than 3%.
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In a similar fashion, DSC isothermal scans were recorded
in order to study the crystallization kinetics of the PPDX15

homopolymer after melting the samples for 3 min at 150 ∘C
and quenching them (at 80 ∘C/min) to the desired crystalliza-
tion temperature (Tc). After the crystallization was complete,
the inverse of the half -crystallization time, 𝜏50% (i.e., the time
needed for 50% relative conversion to the crystalline state
[31, 60]), was taken as a measure of the overall crystallization
(nucleation and crystal growth) rate and its dependence on the
crystallization temperature was analyzed.

Figure 11.8a shows how the LH theory was applied to fit
overall crystallization kinetics data of 1/𝜏50% versus Tc for
the PPDX15. Here, we have also assumed that crystal growth
occurs under Regime II and the values of all parameters
employed for the LH theory calculation are listed as a
footnote in Table 11.4.

DSC isothermal scans were also recorded in order to study
the crystallization kinetics of PPDX after self-nucleating the
sample at 117 ∘C. This self-nucleation temperature was deter-
mined by analyzing the self-nucleation domains and choosing
an intermediate temperature within Domain II (more on the
self-nucleation protocol can be found in Ref [52, 60, 91]).

The ideal self-nucleation temperature is probably the best
possible choice, because the use of the ideal self-nucleation
temperature will provide the polymer with an extremely high
nucleation density (typically on the order of 1012 nuclei/cm3),
which can produce a full completion of the nucleation step
before any isothermal crystallization is performed. This novel
treatment could be used to study the relative contributions of
nucleation and growth in semicrystalline homopolymers and
semicrystalline components within diblock copolymers or
polyblends.

The thermal protocol employed here for PPDX is summa-
rized in Figure 11.9 and comprises the following steps:

(a) Melting at 150 ∘C for 3 min in order to erase any crys-
talline thermal history;

(b) Controlled cooling (10 ∘C/min) to 0 ∘C, and this step will
create a standard crystalline history on the sample;

(c) Controlled heating (10 ∘C/min) to 117 ∘C (a Ts tempera-
ture within Domain II of the PPDX15) and then holding
the sample at that temperature for 5 min;

(d) Quenching (at a controlled cooling rate of 80 ∘C/min)
to an isothermal crystallization temperature (Tc), and
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Figure 11.9 Typical thermal protocol employed to evaluate the isothermal crystallization after a SN thermal treatment was applied
to the sample.

holding at that temperature for a period of time long
enough to allow isothermal crystallization to take place
while the DSC records the exothermic heat evolved in
the process as a function of time;

(e) Finally, a controlled heating scan (10 ∘C/min) to 150 ∘C.

Even though the LH treatment was originally developed
for describing crystal growth only, it has been employed to
describe overall crystallization data because it is capable of
fitting the data remarkably well [52, 60]. In these cases, such
as when isothermal crystallization kinetics data obtained
by DSC is employed, the energy barrier for crystallization
reflected in the Kg value contains contributions from both
primary nucleation and growth (Kg

𝜏 ). Figure 11.10 presents
a schematic detailing this experimental protocol in a more
visual way.

Figure 11.8a shows the overall crystallization kinetics of
PPDX15 obtained by DSC for neat and self-nucleated samples.
When the sample is self-nucleated, the isothermal DSC data
contain information of crystal growth only (assuming the
self-nucleation process applied was 100% efficient in creating
all necessary nuclei previously). In fact, the acceleration of the
overall crystallization kinetics caused by the self-nucleation
treatment is evident in Figure 11.8a, because the rates are
higher for the self-nucleated sample as compared to neat
PPDX at identical crystallization temperatures and also
crystallization at lower supercoolings can be achieved in the
self-nucleated samples.

Figure 11.8b shows the LH plots and it is evident that the
slope has decreased in value substantially after self-nucleation,
when the self-nucleated and the neat sample data are com-
pared. Also, from Table 11.4 we can observe the excellent
correlation found between the values of Kg obtained by the LH
treatment from spherulitic growth rate data (PLOM) and those

measured in self-nucleated samples by DSC (this can also be
observed in Figure 11.8b, where the slopes of the LH plots for
the self-nucleated PPDX DSC data and those taken by PLOM
are nearly identical).

It can be concluded that the self-nucleation treatment
was 100% efficient and therefore the data obtained by DSC
after self-nucleation contain information on crystal growth
only; hence, the identical values of Kg obtained. In samples
that were not self-nucleated, the Kg values obtained by the
LH treatment from DSC data were much larger than those
obtained by PLOM; this can be explained by the contribution
of both primary nucleation and growth.

The results presented in Table 11.4 are fully consistent with
our hypothesis of possible separation of primary nucleation
and growth contributions, as schematically represented in
Figure 11.10. The Kg value obtained by the LH model
for PPDX is reduced from 31.0 to 17.0 (×104 K2) once
the self-nucleation step is performed before the isothermal
crystallization (see Table 11.4). This indicates that the energy
barrier for primary nucleation is about 14.0× 104 K2; in
other words, the energy barrier for nucleation of the PPDX15

is about 45% of the total energy barrier for the overall
crystallization process.

11.4 ISOTHERMAL CRYSTALLIZATION
KINETICS – MORPHOLOGY RELATIONSHIP

11.4.1 Linear PS-b-PCL versus Miktoarm
(PS2)-b-(PCL2) Block Copolymers

The (PS)2-b-(PCL)2 miktoarm star copolymers were synthe-
sized in two steps, using high-vacuum techniques and a hetero-
functional initiator derived from pentaerythritol with two free
and two protected –OH groups. The linear PS-b-PCL block
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copolymers were also prepared in two steps including the ROP
of 𝜀-caprolactone (CL) with a 1-decanol/Sn(Oct)2 initiating
system, followed by the transformation of the end-OH group
of PCL with 2-bromoisobutyryl bromide and polymerization
of styrene with the newly formed Br-end groups. Full details
are given in a previous paper (see Refs [65, 92]).

The molecular characteristics of the materials evaluated
in this paper are provided in Table 11.5. In the notation:
Ax-b-By

m here employed, the subscript numbers denote the
mass fraction in weight percent and the superscripts give
the number-averaged molecular weight Mn in Kg/mol of the
entire copolymer.

Both linear and miktoarm star copolymers were found to
undergo microphase segregation (see details in Refs [65, 92]).

The (PS)2-b-(PCL)2 miktoarm star copolymers were found to
display more compact morphologies for equivalent composi-
tions than linear PS-b-PCL diblock copolymers. As a conse-
quence, the crystallization of the PCL component always expe-
riences much higher confinement in the miktoarm stars case
than in the linear diblock copolymer case [65].

Figure 11.11 shows that the degree of supercooling needed
for PCL crystallization increases with the content of PS in
the copolymers. Furthermore, the PCL component within
the miktoarm star block copolymers needs much larger
supercoolings for crystallization than the PCL component
within the analog linear diblock copolymers at similar
PCL contents. This result confirms that miktoarm molec-
ular architecture causes much larger confinement effects
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TABLE 11.5 Molecular Characteristics of the (PCL2)-b-(PS2)
Miktoarm Star and PCL-b-PS Linear Block Copolymers

Copolymer Mw/Mn
a

𝜀CLb (wt%) Mn
c (Kg/mol)

PCL80-b-PS20
36 1.70 79.8 36.1

PCL41-b-PS59
73 1.35 41.2 72.8

PCL20-b-PS80
153 1.46 19.6 152.8

(PCL2)72-b-(PS2)28
34 1.15 71.8 34.2d

(PCL2)39-b-(PS2)61
62 1.18 39.3 61.8

(PCL2)27-b-(PS2)73
100 1.41 27.1 100.1

aby SEC in THF at 40 ∘C.
bby 1H-NMR spectroscopy in CDCl3 at 25 ∘C.
cby MO in toluene at 37 ∘C.

at similar PCL contents when compared to linear analog
diblock copolymers. Figure 11.11 also shows that in the
PCL-containing copolymers (miktoarm and diblocks), where
confinement is highest (cylinders and spheres morphologies),
the overall crystallization rates are strongly affected, a clear
evidence of the high degree of confinement upon the overall
crystallization of the PCL component in comparison with
neat PCL. In fact, in the case of cylinder- or sphere-forming
materials, the overall crystallization had to be determined by
the “isothermal step crystallization” (ISC) technique [48, 93],
because their crystallization was so slow that conventional
isothermal DSC cannot be employed. When the Kg

𝜏 values
obtained from the LH model fit were examined, the results
indicated that as confinement increased, larger Kg

𝜏 values
were obtained (see Refs [65, 92] for more details).

The Avrami index trend as a function of crystallization tem-
perature for the PCL-containing copolymers can be observed
in Figure 11.12. The Avrami index increases markedly with
Tc when the PCL content within the copolymers samples is
nearly 40 wt% (also for the PCL homopolymer). Such a trend

has been reported in the literature for PCL and many other
polymers and it has been related to changes in the nucleation
mechanism from instantaneous to sporadic nucleation when
growth dimensionality is kept constant [5–8, 94]. When the
PCL content is low (confined PCL copolymer samples), the
Avrami index values are not so sensitive to changes in Tc, and
they remain almost at a constant value.

When the PCL content within the copolymer samples is
below 40 wt%, the Avrami index exhibits a decreasing trend
as the PCL content within the samples decreases. There is a
clear correlation between a decrease in the Avrami index and
an increase in the confinement level. The observed shift in Tc
range is an additional evidence of these topological restric-
tions, because the higher the confinement degree, the larger the
supercooling (lower Tc range) needed for the crystallization of
the PCL component.

Recently, a comparison between the miktoarm stars and the
linear block copolymers was performed and three important
effects were found [65]:

i) A decrease in Avrami index was found due to the mor-
phological change at similar compositions when com-
paring linear versus miktoarm star block copolymers.

ii) If similar morphologies are considered, the Avrami
index also decreased in the miktoarm star copolymers
as compared to the linear ones.

iii) When the PCL component is highly confined (PCL con-
tent below 30 wt%), Avrami indexes between 1.5 and
1 were found. These results indicate that crystalliza-
tion could start from surface or homogeneous nucle-
ation because of the extreme supercooling needed for
crystallization.

The change in the order of the crystallization kinetics to
values on the order of 1 (i.e., Avrami index of 1) has been
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successfully explained by the fact that confinement induces
nucleation control within micro- or nanodomains. More details
can be found in the following Refs [42, 61, 76, 95–97].

11.4.2 Crystallization Kinetics and Morphology
of PLLA-b-PCL Diblock Copolymers

Poly(L-lactide)-b-poly(𝜀-caprolactone) (PLLA-b-PCL) di-
block copolymers were synthesized by controlled/“living”
sequential block copolymerization as initiated by aluminum
trialkoxides in toluene solution. These procedures were
reported in detail previously [50, 98]. Table 11.6 lists the
molecular weight characterization data obtained by size
exclusion chromatography (SEC) and by 1H NMR. The
diblock nomenclature we have used denotes the PLLA block
as L and the PCL block as C, the subscripts indicate the
approximate composition in wt% and the superscripts the
approximate number average molecular weight of the entire
block copolymer in kg/mol.

PLLA-b-PCL linear diblock copolymers were found to be
either melt miscible or weakly segregated in the melt. This
means that upon cooling the material will be able to form
spherulites (see details in Refs [50, 51, 66, 95]).

11.4.2.1 Homo-PLLA and PLLA Block within the PLLA-
b-PCL Diblock Copolymers Crystallization kinetics of
PLLA homopolymers have been analyzed in a wide temper-
ature range by DSC and PLOM, from slightly above Tg to
just below the apparent melting point [99–108]. Some pecu-
liarities have been observed in the crystallization behavior of
PLLA, because it exhibits a discontinuity in the crystallization
kinetics at around 100–120 ∘C. The crystallization rate is very
high at temperatures between 100 and 120 ∘C, showing a clear
deviation from the usual bell-shaped curve of polymer crystal
growth. This discontinuity had been correlated to a transition

TABLE 11.6 Molecular Characteristics of PLLA-b-PCL Block
Copolymers and Homopolymers

Sample PLLA/PCL
Exp. Comp.a

Mn,exp
b(Kg/mol)

PLLA block
Mn,exp

c(Kg/mol)
PCL block

Id

PLLA24 100/0 23,900 — 1.1
L93C07

18 93/07 15,700e 1,700e 1.3
L81C19

21 81/19 16,700e 3,900e 1.3
L60C40

21 60/40 12,400 8,500 1.1
L55C45

18 55/45 9,500 8,100 1.4
L44C56

25 44/56 11,100 14,200 1.3
L32C68

22 32/68 6,900 14,900 1.4
L10C90

24 10/90 2,400 21,500 1.4
PCL29 0/100 — 28,900 1.3

aExperimental composition as determined by 1H NMR.
bCalculated Mn estimated by 1H NMR for the PLLA knowing the Mn of the
PCL block determined by SEC.
cExperimental Mn estimated by SEC for the PCL block.
dPolydispesrsity index of the final copolymer (determined by SEC).
eTheoretical Mn estimated considering monomers conversion (calculated by
gravimetry).

in regimes II–III growth of spherulites [104], to crystal
polymorphism [18, 99, 109, 110], and to a sudden acceleration
in spherulite growth rate not associated with morphological
changes in the appearance of PLLA spherulite [106].

The results of fitting the Avrami equation to the experi-
mental data reported in Ref [66] yielded values of n between
2.5 and 3.0, indicating instantaneous spherulitic growth for
compositions of PLLA higher than 32 wt%. In the case of
L10C90

24diblock copolymer, the values of n were lower
and close to 2, a fact indicative of the crystallization into
instantaneous two-dimensional aggregates (like axialites or
2-D lamellar aggregates).

The experimentally determined inverse half-crystallization
time (1/𝜏50%) is presented in Figure 11.13 as a function of the
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Figure 11.13 (a) Inverse of half-crystallization times (1/𝜏50%) for the PLLA block within the block copolymers and (b) isothermal crystal-
lization temperature (Tc) needed to obtain a value of 1/𝜏50% = 0.15 min−1 (dashed line in Fig. 11.13a) versus PLLA content. Adapted from
Castillo et al. [66].

crystallization temperature. The conversion range employed
was 3–30% and the correlation coefficients were always
greater than 0.999 (see Ref [66]). It has to be noted that
these results only deal with the crystallization kinetics at
temperatures above 120 ∘C (PLLA block crystallization only;
the PCL block is molten at such high temperatures).

The crystallization rates reported in Figure 11.13a reveal
that a higher supercooling is needed to crystallize the PLLA
block within L10C90

24 than homo-PLLA. The values of 1/𝜏50%
also indicate that the PLLA block within L10C90

24 crystallizes
at much slower rates than homo-PLLA when similar crys-
tallization temperatures are considered by extrapolation. To
illustrate the composition dependence of the crystallization
kinetics of the PLLA block within the PLLA-b-PCL diblock
copolymers with PLLA contents higher than 10 wt%, we plot-
ted the isothermal crystallization temperature (Tc(0.15)) needed
to achieve an arbitrary value of 1/𝜏50% (i.e., 0.15 min−1)
(Fig. 11.13b). Figure 11.13b shows that this isothermal
crystallization temperature (Tc(0.15)) tends to decrease when
the PLLA content decreases. Thus, a higher supercooling is
needed to crystallize at the same crystallization rate the PLLA
block than homo-PLLA; which is a result of the diluent effect
of the molten PCL chains during PLLA block crystallization.
However, at higher PLLA contents, Tc(0.15) scarcely decreases
with composition, but drops quickly at contents lower than
32 wt%. In summary, the effect of the molten PCL covalently
bonded block was to slow down the crystallization rate of
PLLA chains, slowly at first and then more rapidly as the
content of PCL increased [66].

The crystallization kinetics of PLLA has been reported to
be very much dependent on the molecular weight (MW). With
increasing MW, the crystallization rate drops greatly [107].
The decrease in the crystallization kinetics shown in
Figure 11.13 cannot be attributed to changes in MW (because
the MW of the PLLA block is also decreasing) but to the
presence of the molten PCL chains. Therefore, the decrease
in crystallization rate for miscible systems can be related to
a dilution effect that reduces the number of crystallizable
segments on the front of the growing spherulite, and also to a
decrease in supercooling due to the melting point depression.

Similar effects have been reported for miscible block copoly-
mers such as polyethylene-b-poly(ethylene-alt-propylene)
where a stronger dilution effect induced by amorphous
poly(ethylene-alt-propylene) chains cause the need for much
higher supercoolings in order to crystallize the PE block
chains but at compositions close to 50 wt% [77, 111].

11.4.2.2 Homo-PCL and PCL Block within the PLLA-
b-PCL Diblock Copolymers The overall crystallization rate,
expressed as 1/𝜏50% for homo-PCL and for the PCL block
within the PLLA-b-PCL diblock copolymers are shown in
Figure 11.14. It is important to note that the isothermal crys-
tallization of the PCL block was performed after crystallizing
the PLLA block until saturation. At this condition, the PCL
block chains are nucleated by the PLLA block crystals where
the PCL peak crystallization temperature (Tc,PCL) shifted to
higher values.

It is clear from Figure 11.14, that the overall crystallization
rate of the PCL block decreases with PLLA content. In addi-
tion, larger supercoolings are needed to crystallize the PCL
block within the diblock copolymer as compared to the parent
homopolymer. This is another evidence of the restrictions
that the PCL block is facing in order to crystallize, in spite of
the nucleation effect produced by the PLLA block crystals.
In the case of L81C19

21, the evolution of enthalpy with time
was determined by ISC, following the procedure reported in
Ref [48]. Our preceding works [50, 51] showed by SAXS
experiments that during isothermal PCL crystallization within
the diblock copolymer with PCL contents higher than 40 wt%,
rearrangements of PLLA crystal stems occurred to accom-
modate the previously amorphous PCL chains, disturbing the
initial PLLA lamellar structure. In fact, lateral contraction of
the PLLA unit cell and local melting by rearrangement of
the lamellar structure was reported for L60C40

21, L44C56
25,

L32C68
22. Although PCL crystallization effectively disturbed

the previous PLLA lamellar structure (as demonstrated by
SAXS experiments), it is not enough to avoid the confinement
effect, as revealed by the DSC experiments performed. In
addition, after isothermal crystallization of the PLLA block
at 122 ∘C during SAXS experiments [50, 51], measured
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Figure 11.14 Inverse of half-crystallization times (1/𝜏50%) for the PCL block within the block copolymers. Adapted from Castillo et al. [66].

domain spacings were d= 335, 309, and 267 Å for L32C68
22,

L44C56
25, and L60C40

21, respectively. In consequence, it is
expected that increasing PLLA composition increases the
confinement during PCL crystallization.

Figure 11.15 shows how the Avrami index corresponding to
the crystallization of the PCL block depends on PLLA content.
The Avrami index is found to decrease with PLLA content.
Such a decrease can be taken as a reduction in the dimen-
sionality growth of the PCL superstructures as more PLLA
previously crystallized is present in the sample. In fact, for the
L81C19

21 sample, a first-order kinetics is revealed by Avrami
indexes close to 1. This result confirms that the PCL block
crystallizes by surface or homogeneous nucleation, that is, that
crystal growth must be essentially instantaneous so the kinet-
ics is entirely controlled by the nucleation process [51]. Val-
ues of Avrami index lower than 1 have been interpreted as
due to a nucleation process that is in between sporadic and
instantaneous [51]. These results were the first report (at the
time) of surface or homogeneous nucleation of a crystallizable
component within a miscible or weakly segregated diblock
copolymer.

Crystallization temperature (°C)

L
81

C
19

21

L
60

C
40

21

L
55

C
45

18

L
44

C
56

25

L
32

C
68

22

L
10

C
90

24

PCL29

A
v
ra

m
i 
in

d
e
x
 (

n)

2.8

2.4

2.0

1

0
−18 −12 24 28 32 36 40 44 48

Figure 11.15 Avrami index values obtained by fitting isothermal
crystallization data obtained by DSC for the PCL block within the
block copolymers indicated. Adapted from Castillo et al. [66].

The morphology of the homo-PLLA and PLLA-b-PCL
diblock copolymers was studied by PLOM [50, 51, 66, 112].
It was found that: (i) PLLA crystallized in spherulitic mor-
phology regardless of composition; and (ii) the PLLA block
templates the morphology in such a way that when the PCL
block is able to crystallize at lower temperatures, it has to
fit in between the PLLA radially grown lamellae and just a
subtle change in the magnitude of birefringence occurs during
PCL crystallization.

Figure 11.16a presents the spherulitic growth rates (G)
for the homo-PLLA and PLLA blocks within three diblock
copolymers that possess well-separated compositions, as
a function of the isothermal crystallization temperature.
Figure 11.16b reports the isothermal crystallization tem-
perature (Tc(4)) needed for G to reach an arbitrary value of
4 μm/min. The spherulitic growth rates are fully dependent
on both the composition of the block copolymers and on the
crystallization temperature.

Initially, increasing the PCL content in the copolymers, the
bell-shaped curves of Figure 11.16 are slightly shifted to lower
temperatures, that is, the maximum value of G shifts to lower
crystallization temperatures with PCL content. In addition, the
Tc(4) values also decrease slowly initially with PCL content.
Finally, for PCL contents higher than 68 wt%, the spherulitic
growth rate of the PLLA block is strongly depressed as com-
pared to homo-PLLA. In general, G values decreased as the
PLLA content decreases, in view of the diluent effect provoked
by the PCL block molten chains, as previously explained.

11.4.3 Nucleation and Crystallization Kinetics of Double
Crystalline Polyethylene/Polyamide (PE/PA) Blends

In the following interesting example, the isothermal crystal-
lization kinetics of a blend composed of two crystallizable
polymers is presented on the basis of the work of Córdova
et al. [69].

PE/PA blends were prepared in a co-rotating twin-screw
micro-compounder (see Table 11.7 for blends compositions),
using two functionalized polyethylenes and two polyamide 6
homopolymers [69]:
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i) PE-3 is a random copolymer of ethylene, acrylate,
and maleic anhydride (MAH). It had a MAH weight
fraction of 2.9 wt% and an acrylate weight fraction of
17 wt%.

ii) PE-1 is also a random copolymer of ethylene, acrylate,
and MAH, but with a MAH weight fraction of 0.8 wt%,
and 9 wt% of acrylate.

iii) A Polyamide 6 (PA6) synthesized by polycondensation,
terminated at one end by the reactive functional group
NH2 and at the other end by a nonreactive CH3 group.
This PA6 had a Mn of 2500 g/mol and a polydispersity
index of 2.

iv) A commercial PA6 (Domamid 24), terminated by
35 mol % of NH2 and 65 mol% of COOH, with a
Mn = 15,000 g/mol and labeled as cPA6.

Figure 11.17 shows representative TEM images of the
prepared polymer blends (MA to MC). The micrographs for
the MA and MB polyblends exhibit a droplet-like morphol-
ogy characteristic of immiscible polymer blends, where the
minority component is dispersed in a matrix of the major
component. The spherical microdomains, in both TEM
micrographs, possess an average particle diameter range
of 250–350 nm. Decreasing the cPA6 content from 30 wt%
(MA) to 20 wt% (MB) did not change the morphology of the
blends, as cPA6 spheres of a particular distribution of sizes is
the predominant morphology.

In the case of the sample MC, a macroscopically homoge-
neous mesophase constituted by interconnected sheets of PA6
was observed with a characteristic thickness of about 12 nm. It
has been reported [69, 113] that this peculiar morphology does
not depend on mixing conditions. Also, the interconnected
structure is stable and does not change with annealing above
the melting point of the PA6 component, or after several
processing operations such as injection molding, extrusion, or
compression molding.

11.4.3.1 Isothermal Crystallization: Polyamide Phase
Figure 11.18 shows the inverse of the half-crystallization
time as a function of crystallization temperature. The trend

TABLE 11.7 Composition for the Reactively Extruded
Blends [69]

Sample
Label

Polyamide
(wt%)

Polyethylene
(wt%)

MAH:NH2

ratio

PA6 100 — —
cPA6 100 — —
PE-3 — 100 —
PE-1 — 100 —
MA 30% cPA6 70% PE-1 4:1
MB 20% cPA6 80% PE-1 7:1
MC 20% PA6 80% PE-3 3:1

displayed by PA6 and cPA6 is expected, because the lower
molecular weight PA6 crystallizes much faster at equivalent
supercoolings.

A larger supercooling is needed in order to crystallize the
PA6 phase within the MC blend as compared to neat PA6.
Accordingly, this means that if the samples could be compared
at identical crystallization temperatures, the PA6 phase within
the blend would crystallize at a much lower rate than neat
PA6. This result corroborates the impact of the co-continuous
morphology and the presence of graft copolymer on the
crystallization kinetics of the PA6 within the compatibilized
blend. The PA6 chains encountered topological restrictions for
crystallization when they are within the submicron-percolated
and compatibilized co-continuous morphology as compared
to bulk neat PA6 chains.

The impact of the blend morphology on the isothermal crys-
tallization kinetics is even more striking for MA and MB. The
data corresponding to cPA6 phase in Figure 11.18 had to be
plotted on a different y scale (hence the shadowing over these
data) because their crystallization rates are much slower. A
very large supercooling (on the order of 100 ∘C) is needed to
crystallize the cPA6 droplets as compared to bulk neat cPA6.
This is a direct consequence of dispersing cPA6 into a large
number of droplets that are virtually free of heterogeneities
leading to surface or homogeneous nucleation.

The Avrami index (corresponding to the polyamide compo-
nents) depends on the isothermal crystallization temperature
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Figure 11.16 (a) Spherulitic growth rate (G) of the PLLA block as a function of the isothermal crystallization temperature (Tc) for the
indicated samples and (b) isothermal crystallization temperature (Tc) needed to achieve a fixed value of G= 4 μm/min versus PLLA content.
Adapted from Castillo et al. [66].



�

� �

�

198 ISOTHERMAL CRYSTALLIZATION KINETICS OF POLYMERS

MC

200 nm1000 nm

MB

1000 nm

MA

Figure 11.17 TEM images for PE/PA blends prepared by reactive extrusion; compositions are given in Table 11.7 (MA to MC). Adapted
from Córdova et al. [[70], p. 16], Figure 1. Reproduced with permission of John Wiley and Sons.
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Figure 11.18 Variation of the inverse of the half-crystallization
time (1/𝜏50%) as a function of the crystallization temperature for the
polyamide component within the studied blends and for the neat
polyamide homopolymers as function of the crystallization tempera-
ture (Tc); see Table 11.7. Adapted from Córdova et al. [[70], p. 16],
Figure 18. Reproduced with permission of John Wiley and Sons.

for all the samples examined here (see Fig. 11.19). There is
a clear correlation between the value of the Avrami index
and the morphology. The highest values were obtained for
polyamide homopolymers. Intermediate values were obtained
when the PA6 phase is a co-continuous phase within the MC
blend. Finally, the Avrami index decreases to values close to 1
when the cPA6 phase is dispersed in submicron droplets. Also,
the higher the confinement degree the larger the supercooling
needed to be applied in order to crystallize the polyamide
phase. Similar results have been reported for block copoly-
mers and nanocomposites, where the Avrami index values
decrease as confinement increases upon changing composition
from a matrix, to a lamellar morphology, cylinders, and then
spheres [42, 60, 64, 65, 72, 76, 96, 97, 114, 115]. However, this
example was the first time such a trend had been reported in
polymer blends [69].
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Figure 11.19 Avrami indexes for the PA component within the
studied blends and for the neat PA homopolymers as a function of
the crystallization temperature (Tc); see Table 11.7. Adapted from
Córdova et al. [69].

The Avrami index increases with Tc when the polyamide
is found in a percolated morphology (MC) or in the bulk
homopolymers (i.e., PA6 and cPA6), (see Figure 11.19).
Such a trend has been related to changes in the nucleation
rate from instantaneous to sporadic nucleation when growth
dimensionality is kept constant [7, 31].

When the polyamide is confined into submicron droplets
within the MA and MB blends, the Avrami index is not sen-
sitive to changes in Tc (see Fig. 11.19); while its value is on
the order of 1 or less than 1 [42, 96, 97]. This implies that
crystallization starts from surface or homogeneous nucleation
phenomena because of the extreme supercooling (as compared
to other samples) needed for crystallization and because of the
change in the order of the crystallization kinetics as indicated
by the change in the Avrami index. When first-order kinetics
are obtained using the Avrami fit (i.e., n= 1), the crystalliza-
tion rate has to be proportional to the fraction of crystallizable
material not yet crystallized, that is, the crystal growth must
be essentially instantaneous within isolated microdomains (a
likely situation in view of the extreme supercooling and the
small sizes of the MDs). Therefore, the nucleation will be the
rate-determining step in the crystallization process of isolated
phases, like spheres [42, 96, 97]. This change from a sigmoidal
crystallization kinetics (i.e., Avrami indexes in between 2 and
4) to a first-order one (i.e., n= 1) has also been observed in the
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TABLE 11.8 Parameters Derived from the LH Model Fit to
the Isothermal Crystallization Kinetics Data, for the Overall
Isothermal Crystallization of the PA/PE Blends and
Homopolymers

Sample Kg
𝜏 × 10−4 (K2) R2

PA6
a 16.7 0.996

cPA6
a 11.4 0.991

PE-1b 74.9 0.999
PE-3b 47.7 0.979
PE-1 (MA)b 61.3 0.934
PE-1 (MB)b 55.2 0.914
PE-3 (MC)b 115.6 0.991
cPA6 (MA)a 61.6 0.837
cPA6 (MB)a — —
PA6 (MC)a 68.0 0.986

Constant used in the Lauritzen–Hoffman theory for PE and PA6:
a
𝜌c = 1.004 g/cm3, 𝜌a = 0.853 g/cm3, a0: 4.55 nm, b0: 4.15 nm, Tg: −42.2 ∘C,

T∞: Tg − 30, Tm
0: 144.6 ∘C, ΔH100%: 280 J/g.

b
𝜌c = 1.23 g/cm3, 𝜌a = 1.084 g/cm3, a0:4.78 nm, b0: 3.70 nm, Tg: 47 ∘C, T∞:

Tg − 30, Tm
0: 232 ∘C, ΔH100%: 188.1 J/g.

crystallization of isolated phases within block copolymers and
in polymers infiltrated within nanoporous alumina templates
[42, 96, 97].

The solid lines shown in Figure 11.18 are fits of the data
to the LH model. We have assumed that crystal growth occurs
under Regime II and the values of all parameters employed for
the calculation are listed in Table 11.8, the fits obtained were
excellent in all cases.

Similar Kg
𝜏 values were obtained for both PA6 and cPA6 (as

expected for similar homopolymers; see Table 11.8). However,
for the blends the values of Kg

𝜏 are nearly 5–6 times larger.
These results indicate that the energy barriers for the nucle-
ation and growth processes (as the data was obtained by DSC,
the energy barrier contains terms coming from nucleation and
growth) are much larger in this case due to the confinement
effects encountered by the polyamide phases within the blends.

11.4.3.2 Isothermal Crystallization: Polyethylene Phase
Figure 11.20 shows crystallization rate data as a function of
the crystallization temperature for both polyethylene copoly-
mers and for the polyethylene component within the blends.
The linear low-density-type PE-1 crystallizes at much lower
supercoolings than the very low-density-type PE-3. In the case
of the blends, a nucleation effect caused by the previously
crystallized polyamide phases was reported (the PA phases
crystallize at higher temperatures than the PE phases; see
Ref [69]). This nucleation effect accelerates the overall crys-
tallization kinetics and therefore the polyethylene component
in the blends crystallizes faster than the corresponding neat
polyethylene material, as shown in Figure 11.20.

The Kg
𝜏 values for the PE phases within these blends

and their analog neat PE are shown in Table 11.8. It can be
seen how the energy barrier for the overall crystallization
of the polyethylene chains within MA and MB blends is
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Figure 11.20 Variation of the inverse of the half-crystallization
time (1/𝜏50%) as a function of the crystallization temperature for the
polyethylene component within the studied blends and for the neat
polyethylene copolymers as a function of the crystallization temper-
ature (Tc); see Table 11.7. Adapted from Córdova et al. [69].

lower (by 20–25%) than the value obtained for the PE-1 neat
material. This lower energy barrier can be explained by the
nucleation effect caused by the cPA6 droplets on the polyethy-
lene matrix. In the case of the MC blend, the crystallization
of the PE-3 component is restricted as compared to a bulk
neat PE-3, and the energy barrier for crystallization is actually
larger for the PE-3 phase within the blend than for the PE-3
neat material.

Figure 11.21 shows the Avrami index values obtained
for the PE components as a function of Tc. PE-1 exhibits
the typical behavior of linear low-density polyethylenes. It
displays Avrami values that increase with Tc from roughly
2 to 3 (as already stated, this increase with temperature is
expected because the nucleation becomes more sporadic as
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Figure 11.21 Avrami indexes for the polyethylene component
within the studied blends and for the neat polyethylene copolymers
as a function of the crystallization temperature (Tc). Source: Adapted
from Córdova et al. [69].
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Tc increases, a valid observation if the growth dimensionality
remains constant) [69].

The PE-3 is a very low density material with short linear
methylene sequences t. Very low density polyethylenes crys-
tallize with ill-defined morphologies frequently exhibiting
fringe-like lamellar aggregates [69, 116]. They usually display
Avrami index values lower than or equal to 2, as shown by
PE-3 in Figure 11.21. An inverse dependence of the Avrami
index values with Tc could be due to dimensionality changes
induced by temperature while the nucleation rate remains
constant.

11.4.4 Crystallization Kinetics of Poly(𝜺-Caprolactone)/
Carbon Nanotubes (PCL/CNTs) Blends

Our last example will be on nanocomposites [72]. For this
study, PCL/MWNT nanocomposites were prepared by melt
mixing a commercial PCL (Mn ∼50 Kg/mol) with multiwalled
carbon nanotubes (MWNTs or CNTs) at different composi-
tions. Those nanocomposites contained the following quanti-
ties of MWNTs in wt%: 0.3; 0.5; 0.7; 1; and 3. The samples
will be denoted PCLxMy. The x and y subscripts denote the
PCL and MWNT content in wt%, respectively.

Figure 11.22a shows experimentally determined values for
the inverse of the half-crystallization time as a function of the
isothermal crystallization temperatures for PCLxMy nanocom-
posites. Three general observations can be made:

(a) The crystallization temperature range differs between
neat PCL and the nanocomposites. This is the first
indication that neat PCL experiences more difficulties
in crystallizing than the nanocomposites, because it
needs a larger degree of supercooling.

(b) The overall crystallization rate increases with MWNT
loading for the systems explored. This is probably a
consequence of the nucleation effect. For this material,
in fact, a supernucleation effect was detected. Supernu-
cleation of MWCNT occurs when the nanofiller is more
efficient than the matrix’s own nuclei in generating
self-nucleation (details of this effect can be found in

Refs [56, 64, 68, 72]). Supernucleation accelerates the
primary nucleation rate and contributes to increase the
overall crystallization kinetics.

(c) The temperature dependence of the overall crystalliza-
tion rate is not the same for the two systems explored. In
order to see this observation more clearly, Figure 11.22b
represent the same data on a semi-log scale.

Figure 11.22 also shows that for MWNT contents of 0.7%
or larger, there is a clear transition in crystallization rate with
Tc, where the crystallization rate suddenly increases below a
specific Tc temperature. This behavior can be interpreted as a
change in the overall crystallization regime.

As can be seen, most of the experimental data presented
in Figure 11.23 can be described by employing Regime II in
the LH equation. This regime considers that the rate of sec-
ondary (or tertiary) nucleation is comparable to that of the rate
of nuclei spreading across the growth front. Table 11.9 shows
that Kg

𝜏 is lower for the nanocomposites as compared to the
value of Kg

𝜏 for neat PCL. This result could be interpreted
by considering that the reported supernucleation effect (see
Ref [72] for full details on this) is contributing to decrease the
energy barrier for overall crystallization (which includes both
nucleation and growth).

Figure 11.23 also shows that for CNT content greater than
0.5%, the crystallization regime changed from Regimes II to
III. This change is necessary to explain the sudden enhance-
ment in the overall crystallization kinetics as the supercooling
is increased (Fig. 11.22), where Regime III is characterized by
a much faster nucleation than spreading rate [72].

Based on Figure 11.23 and Table 11.9, it would appear
that beyond 0.5% CNT loading, the reported supernucleation
effect is so large that a transition to Regime III occurs,
because nucleation is much faster than spreading rate. The
isothermal crystallization of neat PCL has been extensively
studied in the past and only Regime II has been observed
[60, 64, 65, 72, 114, 117–122], and this was the first time that
such a regime transition was documented as a result of CNT
addition.
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TABLE 11.9 Parameters of the LH Theory for PCLxMy nanocomposites.

Systems PCL PCL99.7 M0.3 PCL99.5 M0.5 PCL99.3 M0.7 PCL99 M1 PCL97 M3

Regimen II II II II III II III II III

Kg
𝜏 × 10−4 ± 0.2(K2) 9.4 6.4 6.7 7.2 19.3 7.2 18.6 6.7 13.7

R2 0.995 0.986 0.995 0.993 0.993 0.993 0.985 0.993 0.993

Kg
𝜏

III/Kg
𝜏

II — — — 2.6 2.7 2.0

11.5 CONCLUSIONS

In this chapter, several guidelines were given on how to
interpret spherulitic growth rates by PLOM and overall
crystallization kinetics by DSC. In addition, examples of
isothermal crystallization kinetics, and its relation with
morphology, of different materials, ranging from neat poly-
mers, to blends, block copolymers, and nanocomposites
were provided. The fittings of the data were performed by
simple plugins developed for the commercially available
software Origin® that can be supplied to any interested
users upon request. It was demonstrated that the Avrami and
LH models can be used in order to correctly interpret the
crystallization kinetics data with sound correlations to the
specific morphology of each system examined. Experimental
ways to separate the contributions of nucleation and growth
were also highlighted.
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12.1 INTRODUCTION

Polymeric materials offer many advantages for sophisticated
technologies, which lead to a permanent place for them in
many application fields. This has been generally correlated
to their low density, easy fabrication (e.g., not necessary for
special clean-room and/or high-temperature processes), low
cost, and so on. Actually, the effective utilization of polymeric
materials is related not only to the above-mentioned factors
but also to a most important fact that the properties of the
polymeric materials can fulfill the requests of specific appli-
cations. Polymer materials exhibit a great potential to meet
the requirements from the market better than other materials
because their structures at different scales control their
physical and chemical properties. For example, the chemical
structure at molecular scale determines the essential property
and/or functionality of a polymeric material. A subtle manip-
ulation of the chemical composition, functional group, and
chain architecture may give rise to completely new polymeric
materials with dramatically different properties or function-
alities. Moreover, multiscale morphological structures of
polymeric materials in condensed state also show pronounced
influences on their mechanical and physical properties of the
polymers [1–6]. As an example, the stiffness and strength of
highly oriented polymeric materials can exceed those of their
isotropic counterparts by orders of magnitude [1, 2], while an
increase of more than a factor of 100 has been reported for the
electrical conductivity of aligned conjugated macromolecules
compared with their nonoriented counterparts [3–5]. For
crystalline polymers, the crystal structure and orientation
provide another most important key factor in regulating the
property and/or functionality of a polymer. For this aspect,

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

poly(vinylidene fluoride) (PVDF) provides an excellent
example. While its 𝛼-form crystals constructed with helical
chains can only be used as general thermoplastics, its 𝛽-form
crystals composed of planar zigzag chains exhibit exceptional
piezo- and pyroelectric properties [7]. Therefore, the study on
the crystallization of semicrystalline polymers under various
conditions is an everlasting research topic in the field of
polymer physics.

The crystallization of polymers takes place generally
in two steps, that is, the nucleation and crystal growth
processes. The nucleation process can take place homoge-
neously or heterogeneously at the presence of heterogeneities.
Surface-induced polymer crystallization displays a typical
case of heterogeneous nucleation. It is also quite frequently
encountered, as the polymers are frequently in contact with
different types of substrates in many scientific and tech-
nical applications [8–11]. For example, layer-multiplying
coextrusion is becoming a popular technology to produce
polymer composites with improved properties. The design
and fabrication of ultrathin polymer layers, which concern
a lot of polymer/polymer interface, are of increasing impor-
tance because of the rapid development of nanoscience and
nanotechnology. Moreover, in the fiber-reinforced polymer
systems, induced crystallization of the polymer matrix at
the fiber surface is an unavoidable phenomenon. Therefore,
the study of surface-induced polymer crystallization is of
particular interest from both practical and scientific points of
view. It is now clear that the existence of a foreign surface can
alter the crystallization kinetics, the resultant crystal structure,
and crystalline morphology of a polymer. This provides an
efficient way for fabricating a unique structure with improved
property or/and special functionality of polymeric materials.
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The purpose of this chapter is to provide a context as to
how the foreign surface can affect the crystallization process
of a polymer. It contains a brief introduction on the possible
influences of foreign surfaces on the crystallization kinetics
of polymers and the resultant unique crystal structure and
morphology of polymers in contact with different surfaces.
The advantages of surface-induced polymer crystallization
to fabricate polymeric materials with improved property
or enhanced efficiency is described with some elaborately
selected examples.

12.2 INFLUENCE OF FOREIGN SURFACE ON THE
CRYSTALLIZATION KINETICS OF POLYMERS

The crystallization of polymer thin films on a solid surface is
most frequently encountered in many application fields, such
as coating, electronics, and optoelectronics. It is well known
that the existence of interaction between the substrate and
the polymer can strongly affect the physical properties of the
polymer, such as the glass transition temperature [12–19] and
the molecular chain mobility [20–23], which in turn influence
the crystallization kinetics of the polymer [24–30]. The
influence of a foreign surface on the crystallization kinetics
of polymers is multifarious, depending on the film thickness
and the used polymer/substrate system, which determines
the interaction between the substrate and the polymer melt.
Generally speaking, due to the enhanced nucleation ability
caused by the presence of a heterogeneous surface, the overall
crystallization rate will be increased remarkably, especially
for those with difficulty in homogeneous nucleation. For
example, isotactic poly(methyl methacrylate) (PMMA) is one
of the polymers with an extremely low crystallization rate
[31–33]. The temperature of its maximum crystallization rate
has been reported to be 120 ∘C, at which its bulk crystalliza-
tion takes tens of days [34]. The crystallization of PMMA
from the glassy state on highly oriented polyethylene (PE)
surfaces is, however, much faster. It takes only tens of hours
for a complete crystallization [35]. This is attributed to the
enhanced nucleation of PMMA on the PE substrate surface.
The enhanced nucleation abilities of polymers on a foreign
surface are best revealed by the formation of transcrystalline
layers in the fiber-reinforced polymer systems. Of course, the
situation for thin or ultrathin polymer films on a substrate
with strong interaction may be quite different in some cases.
It has been reported that there is a substantial decrease in
the lateral diffusion coefficient of polymer chains in film
thinner than 150 nm [36]. This reduces the crystal growth
velocity tremendously and therefore slows down the overall
crystallization rate [24, 26, 28]. Actually, for some particular
polymers in extreme cases, to cultivate crystallinity in thin or
ultrathin polymer films becomes impossible. As an example,
the crystallization of poly(di-n-hexylsilane) is completely
prohibited in ultrathin films less than 15 nm in thickness [27].
Another example is the inhibition of the crystallization in
ultrathin films of poly(3-hydroxybutyrate) (PHB) [37], which
provides a way to produce in vivo-like amorphous PHB [38].

12.3 INFLUENCE OF FOREIGN SURFACE ON THE
CRYSTAL STRUCTURE AND MORPHOLOGY OF
POLYMERS

A brief description about the possible influences of foreign sur-
faces on the crystallization kinetics of polymeric materials is
given in the last section. It may provide useful information for
setting the processing conditions. However, the most impor-
tant part of surface-induced polymer crystallization should be
actually the influence of a foreign surface on the crystal struc-
ture and morphology of the polymers, which are the key factors
in tailoring the property and even the functionality of the poly-
meric materials. Therefore, attention should be focused on the
surface-induced special structure and morphology of polymers
at different surfaces.

12.3.1 Crystallization of Thin Polymer Films
on Amorphous Foreign Surface

It is well recognized that the crystal structure and molecular
chain orientation depend strongly on the film thickness
and the crystallization temperature [39–46]. Generally, thin
polymer films of tens to hundreds of nanometers crystal-
lized at relatively lower supercoolings encourage a specific
orientation of the typical flat-on lamellar crystals, in which
the molecular chains aligned perpendicular to the substrate
(i.e., the lamellae lie “flat-on” against the substrate) [47–63].
Figure 12.1 shows the AFM height and amplitude images of
regular flat-on single crystals of syndiotactic polypropylene
(sPP) crystallized on amorphous carbon surface at 125 ∘C

2 μm

Figure 12.1 Atomic force microscopy (AFM) amplitude image of
sPP crystallized on an amorphous carbon surface at 125 ∘C. The
inset presents the electron diffraction pattern of the single crystal,
which indicates an upright chain orientation. The single layer of the
crystal is about 15 nm in thickness. The observed transverse microc-
racks, are associated with an approximate order-of-magnitude higher
thermal expansion coefficient between the (020) lattice planes than
between their (200) counterparts. Reproduced with permission from
[64], copyright © 2011, American Chemical Society.
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0.4 μm

Figure 12.2 Transmission electron micrograph showing the
edge-on lamellar structure of syndiotactic polypropylene crystallized
on a carbon surface at 90 ∘C. The film thickness is about 50 nm.
Reproduced with permission from [70], copyright © 2013, American
Chemical Society.

[64]. The inserted electron diffraction pattern confirms the
upright orientation of sPP molecular chains in the crystal.
On the contrary, when crystallizing a polymer thin film
at higher supercoolings, spherulites made up of radically
arranged edge-on lamellae (chain axes oriented parallel to the
substrate) are generally observed [65–69]. This can be seen
in Figure 12.2, which shows the spherulitic structure of sPP
composed of edge-on lamellae grown on amorphous carbon
film at 90 ∘C [70].

It should be pointed out that the feature of the substrate
surface is also important in determining the crystal orientation
of the polymers. Recent dynamic Monte Carlo simulation
indicates that thin polymer films on a slippery wall exhibit
dominantly edge-on lamellar crystals even at high tempera-
tures, while on a sticky wall they show mainly flat-on lamellar
crystals [39]. The variation in crystallization behavior is
related to the different interaction between the substrate
and polymer film. Strong interaction existing between the
substrate and the polymer melt at the interface, such as a
hydrogen bond, plays a very important role in determining the
crystallization habit of polymers. An example presented here
is the crystallization of polymers on amorphous poly(vinyl
phenol) (PVPh) sublayer, which exhibits high capability of
forming hydrogen bonds with a series crystalline polymers
[71, 72]. Taking the crystallization of thin PHB film on a
165-nm amorphous PVPh sublayer as an example [71], if
the PHB films are thinner than 175 nm, an amorphous PHB
film was always fabricated irrespective of crystallization
temperature. When the film thickness is increased to 185 nm,
the PHB can crystallize at temperatures above 53 ∘C. The
resultant PHB crystals orient with their b-axes preferentially
perpendicular to the substrate surface. This has been related
to the effect of formation of hydrogen bond.

FTIR measurement was used to identify the formation of
hydrogen bond. For the C=O groups of PHB, there are several
bands related to its different states. The weak intramolecular
hydrogen bonds between the C=O and C–H in the CH3 side

group of the PHB within its crystals, that is, C = O · · ·H − C
hydrogen bond, gives rise to the characteristic C=O stretching
band at 1723 cm−1, designated hereafter as intra C=O. The
amorphous bands at 1750 and 1737 cm−1 assigned to the
free C=O groups of PHB, designated hereafter as free C=O.
The band at 1715 cm−1 is associated with the formation of
hydrogen bond, designated as inter C=O. Therefore, the
1750/1737, 1723, and 1715 cm−1bands are used to calcu-
late the Free, crystalline, and inter C=O fractions through
fi =

Ai∕𝜀i∑
i

(Ai∕𝜀i)
, where Ai and 𝜀i are the absorbance and

absorption coefficient of the elemental spectrum. It can be
seen that the hydrogen-bonded C=O groups, designated as
finter, decreases almost linearly with the thickening of the
PHB layer (see Fig. 12.3). At the same time, the fraction of
non-hydrogen-bonded free C=O groups of PHB, designated
as ffree, increases with the thickening of the PHB layer,
indicating more and more PHB chain segments remain free
from hydrogen bonding with the thickening PHB layer.
Taking these into account, the crystallization of PHB in films
thicker than 185 nm is associated to the PHB chains or chain
segments free from hydrogen bonding.

One can realize from Figure 12.3 that the finter in the
175-nm-thick PHB film is much lower than that in the
30-nm-thick PHB film, indicating the existence of more PHB
chain segments in “free” state in the thicker film. Both films on
the PVPh layer are, however, all in amorphous state. This may
be explained in terms of the high density of hydrogen-bonded
C=O groups of PHB, leading to the formation of only short
free PHB chain segments incapable of crystallization. Another
possible explanation is that the PHB chains or chain segments
free from hydrogen bonding in the 175-nm-thick film form
only a very thin upper layer and the crystallization of this
ultrathin PHB layer is inhibited as reported in Ref. [37]. In
this case, the inhibition of PHB crystallization in a film of
175 nm thickness should be attributed to the effect of both
thickness confinement and hydrogen-bonding interaction
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Figure 12.3 The PHB layer thickness dependence of the inter and
free C=O fractions in the double-layered PHB/PVPh samples. Sun
et al. [71]. Reproduced with permission of American Chemical
Society.
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Figure 12.4 A sketch showing the existence of inactive and interactive layers in PHB films thicker than 185 nm. The PHB in the inactive
layer remains always in stable amorphous state, while the PHB in the interactive layer can crystallize with the b-axes of the PHB crystals
oriented perpendicular to substrate surface. Sun et al. [71]. Reproduced with permission of American Chemical Society.
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Figure 12.5 Electron micrographs and corresponding electron diffraction patterns of an oriented PE thin film vacuum evaporated with a
thin carbon layer (a) before and (b) after heat treatment. The heat treatment was performed by heating the sample to 150 ∘C for 15 min and
subsequent crystallization isothermally at 120 ∘C for 2 h. The arrows in the picture represent the chain directions of the PE crystals. Yan [76].
Reproduced with permission of American Chemical Society.

between the PVPh and PHB. From the above description,
thicker PHB films (over 185 nm thick) on the PVPh surface
can be divided into two layers: an inactive layer with high
fraction of inter C=O remains in stable amorphous state
and an interactive layer in which crystallization of PHB
takes place depending on crystallization temperature with the
b-axes of PHB crystals oriented perpendicular to the substrate,
as sketched in Figure 12.4.

The effect of strong interfacial interaction on the crys-
tallization behavior of polymers can be well illustrated by
the melt recrystallization behavior of oriented polymer thin

films with vacuum-evaporated amorphous carbon layers
[73–79]. Presented in Figure 12.5 are the transmission elec-
tron micrographs and the corresponding electron diffraction
patterns of carbon-coated PE-oriented thin films before and
after subsequent melting followed by crystallization (melt
recrystallization). The same chain orientation of pristine and
recrystallized PE films can be easily identified. With careful
inspection, even an improved orientation of their crystallized
PE film can be recognized. As sketched in Figure 12.5 (the
insets), while the pristine PE thin film exhibits only a uniaxial
c-axis orientation with the a- and b-axes rotated randomly
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0.4 μm

(a) (b)

Figure 12.6 Electron micrographs and corresponding electron diffraction patterns (insets) of an oriented PB-1 thin film vacuum evaporated
with a thin carbon layer (a) before and (b) after heat treatment. The heat treatment was performed by heating the sample to 150 ∘C for 15 min
and then cooling to room temperature. The arrow in the picture represents the chain direction of the PB-1 crystals. Yan [76]. Reproduced with
permission of American Chemical Society.

0.2 μm

(a) (b)

Figure 12.7 Electron micrographs and corresponding electron diffraction patterns (insets) of an oriented PVDF thin film vacuum evaporated
with a thin carbon layer (a) before and (b) after heat treatment. The heat treatment was performed by heating the sample to 200 ∘C for 10 min
and then cooling at a rate of 2 ∘C/min to room temperature. The arrow represents the chain direction of the PVDF crystals. Reproduced with
permission from [75], copyright © 2011, American Chemical Society.

about the c-axis, the melt-recrystallized carbon-coated PE film
contains PE crystals with both b- and c-axes in the film plane
and the c-axis is still highly oriented in the same way as the
pristine PE thin film. One may want to associate this simply to
the occurrence of graphoepitaxy. This is actually not the case,
because, besides the preserved chain-axis orientation, both the
crystal structure and the morphology of some carbon-coated
polymer films can be altered after the melt recrystallization.
For example, polybutene-1 changes from highly oriented
extended-chain crystals in hexagonal form into oriented
folded-chain crystals intetragonal form (Fig. 12.6) [76],
whereas the PVDF transforms from oriented 𝛼-crystals into
oriented 𝛽-crystals by melt recrystallization, which normally
promotes the 𝛽 to 𝛼 phase transition of PVDF (Fig. 12.7) [75].
Sophisticated experimental work demonstrates the existence
of a strong fixing effect of the vacuum-evaporated carbon
layer on the surface polymer chain segments via covalent
bonding [79]. It is this strong fixing effect that has retarded
the relaxation of the polymer chains at the spot and, therefore,
preserves the original orientation of the polymer stems at high
temperature, which in turn derives the recrystallization of the
polymer chains in an oriented structure.

The aforementioned recrystallization behavior of polymer
thin films with controlled crystal structure and orienta-
tion may be of great significance. Through this process,
micropatterned polymer thin films with well-defined crystal
structure and orientation can be simply prepared by selective
carbon coating with the help of a mask and subsequent
melt recrystallization of the preoriented polymer films
[78]. The patterned polymer thin films exhibit exceptional
anisotropic optical properties and may potentially find appli-
cations in the fields of nanometer- and/or micrometer-sized
structures for optoelectronics and optical applications
[80, 81].

In summary, the factors of film thickness, crystallization
temperature, and interfacial interaction play a cooperative
role in the crystallization and morphology of thin polymer
films. Thinner films crystallized at high temperatures favors
the formation of flat-on lamellae. The existence of strong
interactions, such as hydrogen bonding, may suppress the
crystallization of ultrathin polymer films or change the
crystallization behavior of polymer thin films. If these factors
exert conflicting effects, the final lamellar orientation will be
determined by the competing ability of the factors.
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12.3.2 Crystallization of Polymer Thin Films
on Crystalline Foreign Surface with Special
Crystallographic Interaction

The above describes only a general phenomenon of polymer
thin-film crystallization on different amorphous surfaces at
different temperatures. It does not concern any kind of crys-
tallographic interaction between the substrate and polymer
crystals. However, when a polymer crystallizes on a crystalline
substrate, favorable crystallographic interaction between the
substrate and overgrowth polymers in the contact planes
may exist. The existence of the favorable crystallographic
interaction can result in the crystallization of the overgrowth
polymers in an unexpected manner and therefore leads to the
formation of unique crystal structure and crystalline morphol-
ogy of the crystallizing polymer, a phenomenon known as
polymer epitaxy. The epitaxy is defined as the crystals of one
phase (guest crystal) growing on the surface of a crystal of
another phase (host crystal) in strictly defined crystallographic
orientations [82]. For a better understanding of the occurrence
of polymer epitaxy, the origin of polymer epitaxy will be
first discussed.

12.3.2.1 Mechanism of Polymer Epitaxy The favorable
crystallographic interaction generating epitaxial crystal-
lization is commonly based on the similarity of crystal
structures through some kind of matching in crystallographic
geometry such as the coincidence of unit cell dimensions or
molecular distances in the contact lattice planes. The amount
of mismatching, sometimes also referred to as disregistry or
discrepancy, is measured by the quantity Δ= 100× (do–ds)/ds,
expressed in the form of a percentage, where do and ds are
the lattice periodicities of overgrowth and substrate crystals,
respectively. A 10–15% disregistry was considered as the
upper limit for the occurrence of the surface-induced epi-
taxial growth [83]. Taking this into account, the polymer
epitaxial crystallization phenomenon was first illustrated by
the epitaxy of polymers on low-molecular weight organic or
inorganic substrates because of the nearly endless possible
variations in the unit cell parameters of these kinds com-
pounds, which leads to the epitaxial growth of a series of
polymers, such as polyolefins and aliphatic polyesters, as well
as polyamides, on organic and inorganic substrates [84–93].
The epitaxial crystallization of polymers on organic and
inorganic substrates is generally caused by two-dimensional
lattice matchings [87]. For example, when crystallizing the
PE on the single-crystal surface of anthracene, the best
matching between the 0.494 nm interchain distance of PE in
its (100) lattice plane and the 0.493 nm interfurrow distance
of anthracene in its (001) lattice plane leads to an epitaxial
crystallization of PE on the anthracene substrate with its (100)
plane in contact with the (001) anthracene lattice plane. A
second close matching is found between the intermolecular
distances of the substrates in the <110> direction and twice
the PE axis repeat, 0.490–0.520 nm for the substrate versus
0.508 nm for the PE.

α–iPP (010)
PE

40°5.
05

Å

Figure 12.8 A schematic representation of PE/iPP epitaxial rela-
tionship. The contact planes are (100)PE and (010)iPP. Li and Yan [64].
Reproduced with permission of American Chemical Society.

For polymer/polymer epitaxial systems, the matching is
less pronounced compared to the crystallization of polymers
on low-molecular weight organic or inorganic substrates.
Nevertheless, one-dimensional lattice matching is always
found for the epitaxial systems. Taking the PE and isotactic
polypropylene (iPP) system as an example [94], as illustrated
in Figure 12.8 [64, 70], the characteristic geometry in the
(010) lattice plane of the monoclinic iPP crystals is the rows
composed of out-sticking methyl groups along different
directions. The densest population of methyl groups is
found in the direction parallel to the [95] direction, with
average distance between adjacent methyl groups being about
0.425 nm. The rows parallel to the [101] direction come
next with the methyl groups 0.505 nm apart from each other,
followed by those in the a- and c-axis directions, respectively.
Therefore, the distances between two adjacent methyl group
rows in the [101] and [101] directions are 0.505 and 0.425 nm,
respectively. On the other hand, the distance between two
adjacent PE molecule chains in the (100) plane is 0.494 nm.
As a result, excellent one-dimensional matching between
distances of methyl group rows along the [101] direction
in the (010) iPP lattice plane and molecular chains of PE
along the [010] direction in its (100) lattice plane is realized
with a mismatch of only about 2%. This creates a special
circumstance of PE and iPP molecular chains with favorable
interaction, which results in the crystallization of PE on
oriented iPP substrate in an unexpected manner with the
molecular chains of both polymers 50∘ apart from each other.
Consequently, thin PE films with fixed chain orientation and
morphology can be produced.

It should be pointed out that two-dimensional matching
can also be found occasionally in polymer epitaxial systems,
even though very seldom. For example, when crystallizing
polycaprolactone (PCL) on the oriented PE substrate, based
on the almost identical orthorhombic unit cells of PCL with
parameters a= 0.747, b= 0.498, and c= 1.705 nm and PE
with parameters a= 0.74, b= 0.494, and c= 0.253 nm, perfect
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matching can be found between interplane distances for every
(hk0) pairs. For example, the mismatching between interplane
distances of the (010) lattice planes of both polymers is only
0.8%, while that between the (100) lattice planes is ca. 0.9%.
Moreover, the 0.122 nm interatomic space along the chain
axis of PCL matches that of PE, 0.123 nm, also very well
[96]. The two-dimensional geometric matching results in the
expitaxial crystallization of PCL on PE substrate with both
polymer chains aligned parallel.

12.3.2.2 Structure Control through Interfacial Crys-
tallographic Interaction From the definition of epitaxy,
it can be recognized that the most important significance
of epitaxy is the precise control of crystal orientation of
the overgrowing polymer through using different kinds of
substrates. For polymorphous polymers, regulation of crystal
structure of the overgrowing polymer is also possible. In
the following paragraphs, attention is focused on what kind
of structures of semicrystalline polymers can be mastered
by crystallization on a foreign surface for the systems with
special crystallographic interactions. The advantages of thus
produced polymer thin films with improved property or
enhanced efficiency are also described with some elaborately
selected examples.

Control of the chain orientation As the epitaxial crystal-
lization is based on the crystallographic matches between
the overgrowing and substrate crystals, the epitaxial crys-
tallization of polymers can only be achieved with the side

edge of the crystalline lamellae in contact with the substrate
crystal. This means that the occurrence of polymer epitaxy
should lead always to an alignment of the polymer chains in
the film plane. The chain orientation in the film can, however,
be different depending on the substrate. Therefore, the chain
orientation of a deposited polymer can be easily controlled
through surface-induced epitaxy on different substrates. As
mentioned in Section 12.3.2.1, when crystallizing PCL on
oriented PE substrate, based on a two-dimensional geometric
matching between the interchain distances in every (hk0)
lattice planes of PCL and PE as well as the inter atomic space
along their chain axes, a parallel chain alignment is always
observed whenever epitaxial crystallization takes place [96].
On the other hand, when crystallizing the PCL on oriented
iPP substrate, excellent one-dimensional matching between
distances of methyl group rows along the [101] direction in
the (010) iPP lattice plane and molecular chains of PCL along
the [010] direction in its (100) lattice plane is realized with a
mismatch of about 1.4%. This results in the crystallization of
PCL on oriented iPP substrate in a manner that the molecular
chains of both polymers are ±50∘ apart from each other.
Other typical examples are presented in Figure 12.9, which
shows the different chain orientations of PE crystallized on
highly oriented iPP and poly(tetrafluoroethylene) (PTFE)
substrates, respectively [64]. The parallel alignment of the
PE chains in the (100) lattice plane along the methyl group
rows of iPP in the [101] direction of the (010) lattice plane
creates a favorable circumstance with a chain row matching.
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Figure 12.9 Bright-field (BF) electron micrographs and the corresponding electron diffraction patterns (insets of the BF images) of (a)
PE/iPP and (b) PE/PTFE double-layered samples, which were heat treated at 150 ∘C for 10 min and subsequently cooled to room temperature.
The arrows show the chain directions of the corresponding substrate crystals. The sketches in the bottom part of each BF image show the
corresponding diffraction patterns with the main reflections indexed. Li and Yan [64]. Reproduced with permission of American Chemical
Society.
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250 nm

Figure 12.10 An AFM phase image showing the fine structural
feature of PEA crystallized from the solution on a highly oriented
melt-drawn PE substrate. The molecular chain direction of PE is indi-
cated by an arrow. Yan et al. [97]. Reproduced with permission of
Springer.

This results in the orientation of PE on the iPP substrate with
the (100)PE and (010)iPP planes in contact and both molecular
chains ±50∘apart from each other, producing a cross-hatched
lamellar structure of PE (Fig. 12.9a). On the other hand, match-
ing between the interchain distances of the PE/PTFE system
causes a parallel chain alignment of the PE with PTFE, induc-
ing a parallel aligned lamellar structure of PE (Fig. 12.9b).

In order to avoid misunderstanding, we emphasize here
that the parallel aligned lamellar structure is not the sole mor-
phology of parallel chain polymer epitaxy. As an example,
when crystallizing the poly(ethylene adipate) (PEA) on
uniaxially oriented PE substrate [97], a cross-hatched edge-on
lamellar structure of PEA with its lamellae ca. ±66.5∘ apart
from the chain direction of the PE substrate film is observed
(see Fig. 12.10), indicating the occurrence of epitaxial
crystallization of PEA on oriented PE substrate. Known from
the experience of PE/iPP epitaxy, where the ±50∘ intersect
of both polymer chain directions leads to the formation of
a cross-hatched lamellar structure of PE (see Fig. 12.9a),
one may conclude that the PEA and PE molecular chains

are not parallel aligned. It is not true, as judged from the
electron diffraction results. As presented in Figure 12.11a, the
appearance of well-defined reflection spots of both PEA and
PE demonstrates the high degree of orientation of both PEA
and PE crystals, indicating the preferred orientation of PEA on
oriented PE substrate. All of the reflection spots contributed
by PEA crystals can be accounted for by a monoclinic unit
cell with parameters a= 0.547, b= 0.724, c= 1.155 nm, and
𝛽 = 113.5∘ [95, 98, 99]. A sketch corresponding to the electron
diffraction pattern of Figure 12.11a with some reflection spots
being indexed is shown in Figure 12.11c. The angle between
the [00l] diffraction directions for PE and PEA crystals are
measured to be ±23.5∘. Actually, the diffraction pattern
contributed by the PEA crystals is somewhat similar to its
fiber pattern, as presented in Figure 12.11b, simulated by
using Cerius2 program according to the same monoclinic unit
cell. From Figure 12.11a, one can see that the strongest (110)
and (020) diffractions in the fiber pattern (see Fig. 12.11b)
are not observed for the epitaxially crystallized PEA on PE
substrate, indicating that the (110) and (020) lattice planes
of the epitaxially grown PEA crystals are out of Bragg
diffraction condition. This suggests that the ac plane of the
PEA is in contact with the PE substrate. In this case, as
depicted in Figure 12.12, a parallel chain alignment of both
PEA and PE results in the location of (00l) PEA diffractions
in the direction exactly ±23.5∘ apart from the chain direction
of both PE and PEA. According to the alignment shown in
Figure 12.12, the (200)PEA diffraction spots of the PEA are
expected to locate along the [hk0] direction of PE. It can,
however, not be identified in the electron diffraction pattern.
This seems hard to be understood. But considering the almost
identical lattice spaces of (200)PEA and (020)PE (0.25 vs
0.247 nm), overlapping of the (200)PEA diffraction with the
(020)PE diffraction is highly possible. Taking all these into
account, it is concluded that the epitaxial crystallization of
PEA on oriented PE substrate takes place with the (010)PEA
lattice plane in contact with the PE substrate and a parallel
chain alignment of both polymers.

The cross-hatched lamellar arrangement of PEA grown
on the PE substrate with a parallel chain orientation can be
understood in the following way. The cross-hatched lamellar

(c)

(300)
PEA

(002)
PEA

(002)
PE

(020)
PE

(200)
PEA

(110)
PE

(005)
PEA

(004)
PEA

(004)
(003)

(002)
(020)(210)

(120)
(110)

(200)(220)

(a) (b)

Figure 12.11 (a) An electron diffraction pattern of a PEA/PE double layer, which has been heat treated at 85 ∘C for 5 min and then cooled
to 27 ∘C for isothermal crystallization; (b) a simulated diffraction pattern of the PEA with fiber orientation; and (c) a sketch of the electron
diffraction pattern shown in Figure 11a. The solid ellipses represent the reflection spots of PE, while the short lines represent the electron
diffractions of PEA. Yan et al. [97]. Reproduced with permission of Springer.
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Figure 12.12 A sketch showing the crystal orientation of PEA with respect to the PE substrate and the chain folding way of the PEA lamellar
crystals. Yan et al. [97]. Reproduced with permission of Springer.

structure shown in the AFM image indicates that the PEA
lamellae are ca. ±66.5∘ apart from the chain direction of the
PE substrate crystals. It causes a ±23.5∘ inclination of the
PEA chains with respect to its lamellar normal direction. This
is reasonable when the lamellae with {00l} fold surfaces are
considered. As illustrated in the right part of Figure 12.12, a
chain folding in the {00l} surface leads exactly to the forma-
tion of PEA lamellae 66.5∘ apart from the chain direction of
the PE substrate crystals. This cross-hatched structure should
take the response from a remarkable property improvement of
the PE/PEA system reported in Ref. [100], as also found for
the PE/iPP system [101, 102] which is discussed later.

Another aspect that should be addressed here is the
parallel-aligned lamellar structure originating from a nonpar-
allel chain polymer epitaxy. As shown in Figure 12.13, cold
crystallization of poly(l-lactic acid) (PLLA) on a uniaxially
oriented PE substrate results in an epitaxial growth of PLLA
on the oriented PE surface with molecular chains in film plane
and highly oriented perpendicular to the chain direction of
PE (see Figure 12.13b) [103]. This provides a first example
of perpendicular chain orientation of polymer epitaxy and
produces also a parallel-aligned lamellar structure with the
PLLA lamellae oriented in the chain direction of PE substrate
crystals (see Figure 12.13c and d.)

From the above discussion, it is clear that there are two
kinds of mutual chain orientations of the overgrowing poly-
mers with respect to the oriented substrates for polymer epi-
taxies, that is, the parallel chain alignment of the epitaxial pairs
and the intersect chain alignment of polymers at fixed angles.
Tables 12.1 and 12.2 listed the known parallel and nonparallel
epitaxial polymer systems reported in the literature to date.

It should be pointed out that the substrate and deposit poly-
mers for the epitaxial polymer pairs are interactive. In other
words, the substrate and deposited polymers of different epi-
taxial systems listed in Tables 12.1 and 12.2 can be mutually
exchanged. Taking the PE/iPP epitaxial system as an example

TABLE 12.1 Epitaxial Crystallization Polymer Systems with
Parallel Chain Alignment

Deposit Polymers Substrate Polymers References

Wax, Paraffin PE
Poly(ethylene sebacate)
Polyoxymethylene

[81, 105]

PE PTFE
Polyoxymethylene

[105–107]

PCL PE
PTFE
Polyoxymethylene

[106–108]

PBA PE [109, 110]
PEA PE [97]

TABLE 12.2 Epitaxial Crystallization Polymer Systems with
Non-Parallel Chain Alignment

Deposit Polymers Substrate
Polymers

Chain Cross
Angle

References

PE iPP 50∘ [111]
iPP Nylon-6, 6.6,

11, 12, …
50∘ [111]

Polybutadiene iPP 50∘ [108]
poly-𝜀-caprolactone iPP 50∘ [112]
Polyoctenamer iPP 50∘ [113]
PE sPP 37∘ [114]
sPP PE 37∘ [115]
sPP Nylon-12 37∘ [116]
iPP PTFE 57∘ [117]
Poly(l-lactide acid) PE 90∘ [104]
PBA iPP 50∘ [118]
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Figure 12.13 Electron diffraction patterns of a PLLA/PE double-layered thin film (a) before and (b) after the thermal treatment. The PE
substrate film was prepared by the melt-draw technique. Reproduced with permission from [103], copyright © 2013, American Chemical
Society. (c) and (d) The AFM images of PLLA epitaxially grown on PE substrate. An et al. [104]. Reproduced with permission of Springer.

again, the crystallization of iPP on uniaxially oriented PE sub-
strate results in the same mutual chain orientation as PE crys-
tallized on uniaxially oriented iPP substrate with both polymer
chains ±50∘apart from each other [119]. It leads, however,
to the formation of a cross-hatched lamellar structure of iPP
rather than PE, as presented in the bottom part of Figure 12.14.
The epitaxial crystallization of iPP on an oriented PE substrate
from the melt is realized by vacuum evaporating an ultrathin
carbon layer on the other side of the PE substrate film, which
helps maintain the chain orientation of the PE thin film after
melt recrystallization, as described in Section 12.3.1 [76, 119].
In this case, when both the iPP and the oriented PE substrate
are molten, a fast cooling of the carbon-decorated PE/iPP dou-
ble layers will lead to the epitaxial crystallization of iPP on the
early crystallized PE-oriented substrate based on the fact that
the PE crystallizes always earlier than iPP when the cooling
rate is faster than 20 ∘C/min.

Taking the interactivity of substrate and deposit polymers
into account, we see from Table 12.2 that a single polymer sub-
strate can lead to different orientations of different polymers.
Figure 12.14a shows the electron micrograph and its corre-
sponding electron diffraction pattern of sPP epitaxially grown
on a highly oriented PE substrate. A cross-hatched lamellar
structure of sPP with its molecular chains aligned in the direc-
tions ±37∘apart from the chain direction of PE is obtained
[115, 120]. The different chain orientation of sPP on the PE
substrate compared with iPP on the PE substrate is based on

a different favorable crystallographic interaction between sPP
and PE [114].

Control of the crystal modification It is well known that
most of polymers exhibit pronounced polymorphisms [72, 75,
121–126]. The polymers with different crystal form can show
different property or even functionality. Therefore, the control
of crystal modification of polymers is frequently encountered
for improving the performance or realizing special function
of polymeric materials. To this end, a special nucleating agent
is most frequently used, for example, the 𝛽-crystallization
of iPP [127–129]. Furthermore, special crystallization
procedures, such as existence of thermal gradient [130],
orientation-induced crystallization encountered in most shap-
ing processes of polymers [131–135], and so on, show also
great influence on the polymorphic behavior of polymers. For
example, it was found that crystallization of sheared iPP melt
encourages the formation of 𝛽-iPP crystals [136, 137]. Also, a
kinetically favored 𝛼 to 𝛽 growth transition can occur during
crystallization of iPP in temperature gradient [130, 138].

It should be pointed out here that the epitaxy caused
by special crystallographic interaction provides another
efficient way to control the crystal modification of semicrys-
talline polymers together with molecular chain orientation
[83, 88, 139–142]. As examples, while the crystal structure
of isotactic poly(1-butene) (iPB-1) is successfully controlled
through using substrates with different crystal structures
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Figure 12.14 Bright-field (BF) electron micrographs and the corresponding electron diffraction patterns of sPP (a) and iPP (b) epitaxially
crystallized on a highly oriented PE substrate. The molecular chain directions of the PE substrates are horizontal. The corresponding electron
diffraction patterns are shown in (b). Wittmann and Lotz [87].

during melt crystallization of iPB-1 by Lotz et al. [140, 141],
Lovinger [142] has skillfully controlled the crystallization
of PVDF from melt in its piezoelectric and pyroelectric
𝛽-form at atmospheric pressure through epitaxy based on
specific crystallographic interaction. Figure 12.15 shows the
controlled crystallization of PBA, an aliphatic biodegradable
polyester, through its epitaxy on an oriented PE substrate. The
PBA exhibits two modifications designated as 𝛼(monoclinic
unit cell with dimensions a= 0.67, b= 0.80, c= 1.42 nm,
and 𝛽 = 45.5∘) and 𝛽(orthorhombic unit cell with dimensions
a= 0.506, b= 0.735, and c= 1.467 nm) [143–145]. Studies on
the crystallization of PBA from melt indicate that, depending
on crystallization temperature, PBA can grow in different
polymorphic crystals [146–149]. It was reported that PBA
chains pack in 𝛼-form by melt crystallization at temperature
above 32 ∘C, while the 𝛽-form crystal is formed at temperature
below 27 ∘C. A mixture of 𝛼 and 𝛽 phases can be obtained
when crystallizing the PBA at temperatures intermediate
of these two temperatures. Because the crystal structure
affects the degradation rate of PBA, for example, the 𝛼-PBA
degraded relatively faster than its 𝛽-counterpart [150], a
successful domination of its crystalline structure is of great
importance. From Figure 12.15a, it can be seen that the PBA
film grown on PE substrate consists of highly oriented edge-on
lamellae aligned perpendicularly to the chain direction of

the PE substrate [109]. This implies that the existence of
favorable crystallographic interaction between PBA and PE
leads a parallel chain alignment for them. The corresponding
electron diffraction pattern of the PBA/PE double-layered
films confirms the aforementioned mutual chain orientation.
The appearance of sharp and well-defined reflection spots
of both PBA and PE on the electron diffraction pattern (see
Fig. 12.15b) reveals the high orientation of both PBA and
PE layers. The alignment of [00l] of PBA along [002] of
the PE reflects a parallel chain orientation between PBA
and PE chains, just like many other epitaxial systems with
PE listed in Table 12.1. Moreover, all of the PBA reflection
spots in Figure 12.15b are accounted for by its orthorhombic
unit cell in 𝛽-form, indicating the occurrence of epitaxial
crystallization of PBA on the PE substrate in its 𝛽-form. What
should be emphasized here is that the crystal structure of PBA
crystallized on the PE substrate is not temperature dependant
[109]. This is associated with the similar interchain distances
of PBA along a- and b-axes with that of PE along b- and
a-axes, respectively, which results in perfect matches between
many (hk0) lattice planes of 𝛽-PBA and PE crystals. It is,
however, unclear whether the same orthorhombic unit cells of
both 𝛽-PBA and PE plays an important role in governing the
epitaxial growth of PBA. The crystallization of PEA on the
oriented PE substrate has clarified this issue.
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Figure 12.15 (a) Transmission electron micrograph, (b) the corresponding electron diffraction pattern, and (c) a sketch illustrating the mutual
chain orientation of PBA crystallized from the melt onto a highly oriented PE substrate. Sun et al. [109]. Reproduced with permission of
American Chemical Society.

It was reported that the PEA exhibits two different
crystalline forms [95, 98, 99, 151, 152]. One of them is char-
acterized by the aforementioned monoclinic unit cell, while
the other one is reported to be the type of an orthorhombic
unit cell with the dimensions of a= 0.512, b= 0.841, and
c= 1.228 nm [151, 152]. For the PEA/PE system, one can
find excellent matching of both kinds of PEA with the PE
substrate. For example, the interchain distance of PEA in
its orthorhombic form along the a-axis matches very well
with the interchain distance of PE along the b-axis. The
mismatching is 3.5%. On the other hand, even excellent
matching is found between the interchain distances of PEA in
its monoclinic form along the [100] direction and PE along
its b-axis direction. The discrepancy is only 1.2%. The better
matching results in the epitaxial growth of PEA on the PE
substrate in its monoclinic form. This may imply that the
crystallographic matching is more important for polymer
epitaxy than the molecular chain packing way in the unit cell.
The epitaxial crystallization of PBA in its 𝛽-form on oriented
iPP substrate regardless of crystallization temperature further
confirms that similar unit cell geometry is not important in
polymer epitaxy [118]. The chain orientation of the produced
𝛽-PBA crystals on the iPP substrate is different from the case
of parallel chain alignment on the PE substrate. In PBA/iPP
system, a cross-hatched lamellar structure of PBA with its
molecular chains ±50∘ apart from the chain direction of iPP
crystals is obtained, as in the case of PE-iPP epitaxy.

It should be pointed out that the simultaneous control of
crystal structure and orientation through surface-induced epi-
taxial crystallization under specific crystallographic interac-
tion exhibits an advantage compared to the procedure of using

nucleation agents. For example, even though the 𝛽-form iPP
can be achieved by bulk crystallization with nucleation agents,
oriented 𝛽-form iPP cannot be achieved by mechanical means
due to its 𝛽𝛼 transition on stretching. This can, however, be
easily achieved through crystallizing the iPP from melt on the
𝛾-quinacridone and dicyclohexylterephthalamide, which pro-
duces a biaxially oriented metastable 𝛽-iPP [153].

Control of the spatial arrangement of backbone chain plane
It is clear from the examples given in the last section that the
matching in crystallographic unit cell dimensions or molec-
ular distances in the contact lattice planes determines the
crystal orientation of the overgrowing polymers with respect
to the orientation of the substrate crystals. For polymorphic
polymers, epitaxial crystallization can govern their growth in
a certain crystalline modification having excellent matching
with the substrate crystals. In some circumstances, excellent
matching may be realized by adjusting the contact lattice
plane of the overgrowing polymer. This can be utilized to
control the spatial arrangement of the planar molecules. The
expitaxial crystallization of PE on an oriented PP substrate
helps understanding this aspect.

As illustrated in Figure 12.9a, the favorable interaction
between the PE and iPP crystals is realized in the (100) lattice
plane of the PE crystal. Therefore, when crystallizing the PE
on a highly oriented iPP substrate, the PE crystal in contact
with the iPP substrate is its (100) lattice plane, which was
confirmed by the electron diffraction inserted in Figure 12.9a
through the absence of (200) diffractions [154–156]. However,
the favorable interaction between the PE and sPP is realized
in the (110) lattice plane of the PE crystal. As a result, when

(100) plane (110) plane

(a) (b) (c)

42°

b

a

Figure 12.16 Sketches illustrating the (a) unit cell structure, (b) the backbone chain plane orientations of the (100) lattice plane orientation,
and (c) the (110) lattice plane orientation of PE crystals. Wittmann and Lotz [87].
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crystallizing the PE on a highly oriented sPP substrate, the
lattice plane of PE crystal in contact with the sPP substrate is
its (110) lattice plane [120]. According to the crystal structure
of PE, as illustrated in Figure 12.16a, two chains are involved
in one unit cell. The setting angle, defined as the angle
between the trans-planar C–C chain skeleton and (0k0) lattice
planes, is about ±42∘ [157, 158]. Taking this structure feature
into account, the alignment of PE molecular chains on the iPP
substrate leads to the trans-planar C–C chain skeleton of PE
about ±42∘ away from the iPP film surface (see Fig. 12.16b),
while the trans-planar C–C chain skeleton of PE on the
sPP substrate (see Fig. 12.16c) is either about 8.3∘ or about
81.7∘ away from the sPP film plane. Therefore, combining
with the different mutual chain orientation described in the

previous section, the arrangement of PE molecular chains
including chain axis orientation and spatial trans-planar C–C
chain skeleton alignment has been well controlled. This also
works for conjugated rigid chain polymers. For example, the
regioregular poly(3-hexylthiophene) (P3HT) can adopt differ-
ent chain alignment depending on crystallization conditions.
It was well reported that different properties can be achieved
with various molecular chain arrangement. This stimulates
a lot of study on the crystallization behavior of P3HT under
different conditions. The results of previous studies indicate
that uniaxially oriented P3HT thin films can be fabricated
through the friction-transfer technique or the surface-induced
epitaxial way. For the friction-transferred P3HT thin films,
they are generally composed of edge-on crystalline lamellae
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Figure 12.17 Sketches illustrate the (a) face-on and (b) side-on backbone chain plane orientations of the regioregular P3HT. (c) AFM image
of the epitaxially crystallized P3HT on PE substrate with side-on molecular orientation. Zhou et al. [161]. Reproduced with permission of John
Wiley and Sons.
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Figure 12.18 Sketches showing the possible chain ordering process of PCL on an oriented PE substrate. Yan et al. [166]. Reproduced with
permission of American Chemical Society.
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with molecular chains aligned in the film plane and along
the sliding direction [159, 160]. Moreover, it is confirmed
that the molecular backbone planes in the friction-transferred
thin films are parallel to the film surface, that is, a face-on
orientation as shown in Figure 12.17a.

On the other hand, the epitaxial crystallization of P3HT
on different substrates produces also edge-on lamellae with
molecular chain arranged in film plane and oriented in a
special manner depending on the used substrate, such as the
organic 1,3,5-trichlorobenze single-crystal substrate and the
highly oriented polymer thin films [161–165]. It was found
that crystallizing the P3HT on an oriented PE substrate results
in the formation of parallel aligned edge-on lamellar structure
(see Fig. 12.17c), in which the P3HT molecular chain axis
is aligned in film plane and along the chain direction of PE
[161]. Meanwhile, it is confirmed that the (100) lattice plane
of P3HT is in contact with the PE substrate. This demonstrates
that the epitaxy of P3HT on the oriented PE thin film provides
a side-on orientation of P3HT, as revealed in Figure 12.17b.

In summary, when crystallizing a polymer on a crystalline
substrate, some favorable crystallographic interactions based
on the similarity of crystal structures, such as the matching in
crystallographic geometries, often exist between the deposit
and substrate polymer crystals. This leads to the occurrence
of polymer epitaxy, which strictly governs the crystal orienta-
tion of the overgrowing polymer. It can, therefore, be utilized
to control the structure of semicrystalline polymers in several
important aspects, including molecular chain orientation, crys-
tal structure of the polymers with polymorphisms, and the spa-
tial arrangement of the planar backbone molecular chains.

Molecular chain ordering process of the overgrowing polymer
In the last section, possible structure regulation of the over-
growing polymer through epitaxy has been described on the
basis of mutual orientation relationship of the involved poly-
mer pairs. The molecular dynamics before or during the expi-
taxial crystallization of a polymer on an oriented substrate was,
however, not concerned. For example, the epitaxial crystalliza-
tion of PE on highly oriented iPP substrate through a chain-row
matching results in the alignment of PE with molecular chains
±50∘apart from the chain direction of iPP. But how the PE
chains are well aligned from the random coiled melt on the
iPP substrate during the cooling process is not clear at all. To
disclose the expitaxial crystallization process of polymers on
a molecular scale, the molecular dynamics during the epitaxial
ordering process of a crystalline polymer on a highly oriented
polymer substrate in its molten state has been studied. Tak-
ing the epitaxial crystallization of PCL on oriented PE as an
example, it was demonstrated that PCL chains aligned paral-
lel to the chain direction of the PE oriented film after epitaxial
crystallization. As sketched in Figure 12.18, there may be two
possible ways to realize the parallel alignment of PCL on PE
substrate [166]. One possibility is that the random coiled PCL
chain segments aligned parallel to the PE chains while regis-
tered on the crystal growth front during crystallization to fulfill
the lattice matching (see the dotted lines in Fig. 12.18a). The

other possibility is that the PCL chain segments in the super-
cooled molten state possess already a roughly parallel align-
ment with respect to PE chains (see left part of Fig. 12.18b
with dotted lines representing the polymer chains in the molten
state), which results in a parallel chain epitaxy during the cool-
ing process, as indicated in the right part of Figure 12.18b.

It should be pointed out that the process illustrated in
Figure 12.18a is difficult to be monitored. However, the
preordering process, if it exists, can be easily identified by
polarized infrared (IR) spectroscopy as it is very sensitive
both to chain conformation and local molecular environment
of a polymer [167]. To find out whether there is a preordering
process of the PCL chain in the supercooled melt on an
oriented PE substrate, one need only to select a temperature
at which the crystallization of PCL is suppressed. Fourier
transform infrared (FTIR) spectroscopy in polarization mode
can then be used to check the orientation status of the PCL
chain segments during the annealing process.

Figure 12.19 presents the time- and temperature-dependent
X-ray diffraction profiles of PCL on an oriented PE substrate
annealed at 59 ∘C, which is about 4 ∘C higher than its nomi-
nal melting point (ca. 55 ∘C), for 22 h and subsequently cooled
to room temperature. It is clear that the X-ray profiles do not
display any diffraction peaks during the isothermal annealing
process (Fig. 12.19a). This indicates that the used PE-oriented
thin film (ca. 50 nm) is too thin to provide a diffraction signal
under the present experimental condition and no crystalliza-
tion of PCL takes place by keeping its melt on the PE substrate
at 59 ∘C for more than 20 h. During the cooling process, it is
found that the crystallization of PCL on the PE substrate starts
by cooling the samples down to about 49 ∘C. Therefore, the
molecular dynamics of PCL on the highly oriented PE sub-
strate at 59 ∘C can be followed by IR spectroscopy.

For IR spectroscopic characterization, band assignments
given in the literatures are summarized in Table 12.3
[168–170]. It was reported that by melting the PCL sam-
ple, the 710 cm−1 band completely disappeared, while the
731 cm−1 peak was reduced to about one-third its original
height. This indicates that these two bands are primarily
the crystalline peaks. Taking into account that the PCL
has an almost identical crystal structure as the PE crystal,
especially for the a and b unit cell dimensions [171, 172],
these bands are associated with the factor group splitting
due to the intermolecular interaction of the CH2 sequences
packed in an orthorhombic unit cell as in the case of PE
crystals. A bigger setting angle between the planar trans
C–C chain skeleton and the (0k0) lattice plane of PCL, ca.
62∘ as indicated in Figure 12.20b, compared with that of
PE (about 42∘ as indicated in Fig. 12.20a), makes the CH2
groups in the PCL unit cell closer than in the PE unit cell
[171, 172]. Therefore, a wider splitting of these bands has
been seen in PCL crystals than in PE crystals. On the basis
of the above analysis, the 731 and 710 cm−1 bands can be
correlated to the crystalline-sensitive bands originating from
the three-dimensional ordered structure of PCL. The other
bands at 1295, 1245, and 1192 cm−1are associated with the
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Figure 12.19 WAXD intensity profile of PCL melt on oriented PE
substrate at 59 ∘C (a) for different time and (b) during the subsequent
cooling process . The sample was first heated to 85 ∘C for 10 min
to erase the possible thermal history and then cooled direct to 59 ∘C
for 22 h. Yan et al. [166]. Reproduced with permission of American
Chemical Society.

specific chain conformation in the crystalline phase. These
bands are used for the structure analysis of PCL on the PE
substrate at 59 ∘C. Here, attention is paid to the chain or chain
segment orientation status of the PCL. To this end, polarized
IR spectroscopy measurements were conducted during the
annealing process of PCL melt on a PE substrate at 59 ∘C.

Figure 12.21 shows the time-dependent FTIR spectra of
PCL melt on an oriented PE substrate at 59 ∘C with polarized
IR beam aligned parallel or perpendicular to the PE chain
direction. It is evident that when the polarized IR beam
parallels to the chain direction of PE (see Figure 12.21a),
the absorbance of conformational bands at 1295, 1245,
and 1192 cm−1 increases significantly with time. On the

TABLE 12.3 Characteristic Infrared Bands of PCL in the
Crystalline Phase

Wave
number

Assignments Direction Abbreviation

2944 Asymmetric CH2

stretching
⟂ to the CC axis 𝜈as(CH2)

2865 Symmetric CH2

stretching
⟂ to the CC axis 𝜈s(CH2)

1727 Carbonyl
stretching

Intersect the CC axis 𝜈(CdO)

1295 C–O and C–C
stretching

// to the CC axis 𝜈(C–OC–C)

1245 Asymmetric COC
stretching

// to the CC axis 𝜈as(COC)

1192 OC–O stretching | to the CC axis î(OC–O)
731 CH2 rocking

in-phase
^ to the CC axis çin(CH2)

710 CH2 rocking
out-of-phase

^ to the CC axis çout(CH2)

𝜈 = stretching vibration; s= symmetric; as= asymmetric.
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Figure 12.20 Sketches showing the unit cells of (a) PE and (b) PCL
in the ab projection. Yan et al. [166]. Reproduced with permission of
American Chemical Society.

contrary, as shown in Figure 12.21b, the IR bands at those
positions decrease a little with time if the polarized beam is
perpendicular to the PE chain backbone. Considering that the
vibrations of all these bands are parallel to the chain backbone
of PCL, the obtained results indicate that the PCL chains are
aligned gradually along the oriented PE chains. This means
that the PCL chains in the molten state have already possessed
a relative orientation with respect to the PE substrate before
crystallization, that is, the occurrence of soft epitaxy of PCL
on the highly oriented PE substrate.

To get more detailed information about the orientation
process of the PCL chains, the orientation function f of PCL
was calculated using different bands according to the follow
equation [173]:

f = R − 1
R + 2

× 2
3cos2𝛼 − 1
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Figure 12.21 Time-dependent polarized FTIR spectra of PCL melts kept on an oriented PE substrate at 59 ∘C with polarized beam aligned
(a) parallel and (b) perpendicular to the PE chain direction. Yan et al. [166]. Reproduced with permission of American Chemical Society.
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Figure 12.22 Time dependence of orientation function change of
PCL annealed on the oriented PE substrate at 59 ∘C. Yan et al. [166].
Reproduced with permission of American Chemical Society.

where 𝛼 is the angle between the chain axis and the transition
moment associated with the IR band used for the mea-
surement; R is the measurable IR dichroic ratio defined as
R=A||/A⟂, with the A|| and A⟂ reflecting the absorbance when
the IR beam polarized parallel and perpendicular to the chain
direction, respectively. The variation in f corresponding to
different bands of PCL with time is presented in Figure 12.22.
From Figure 12.22, it can be seen that the PCL chains align
quickly along the PE chain direction in the first 400 min, and
then reach an equilibrium state gradually. After 20 h annealing
of PCL on PE substrate at 59 ∘C, the value of orientation
function f of PCL reaches approximately 0.5. It is much
lower than that of the oriented PE substrate, which is around
0.9. This may indicate a poorer orientation of PCL chains
with respect to the PE chains in the crystalline state and is
reasonable because the PCL on PE at 59 ∘C is in amorphous
state as supported by the WAXD result. Another reason may
be associated with the limited layer thickness of PCL affected
by the PE substrate. In this case, the PCL out of this layer will
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Figure 12.23 DSC heating scans of the PCL/PE samples cooled
from melt to and kept at 60 ∘C for different times as indicated on the
right side and then cooled at 10 ∘C/min to room temperature before
heating. The heating rate is 10 ∘C/min. Chang et al. [174]. Repro-
duced with permission of American Chemical Society.

remain still in the random coil state and the nonoriented PCL
layer will unambiguously reduce the overall orientation factor
f. To check how far off the PCL melt from the interface can be
affected by the PE substrate, differential scanning calorimetry
(DSC) study of the PCL/PE layered samples annealed at
60 ∘C for different periods of time has been performed.

Figure 12.23 shows the DSC heating scans of the PCL/PE
samples, which have been heat treated at 85 ∘C for 15 min,
annealed at 60 ∘C for different times, and then cooled to room
temperature before heating scan [174]. From Figure 12.23,
it is clear that all the samples exhibit a lower temperature
endothermic peak at about 55 ∘C. The appearance of only
this low temperature endothermic peak of nonannealed
sample tells us that this peak is contributed by the melting
of crystals formed during the cooling of the sample. For the
samples kept at 60 ∘C for more than 3 h, extra melting peaks
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Figure 12.24 DSC heating scans of the PCL/PE samples cooled from melt to and kept at 60 ∘C for 14 days and then cooled at 10 ∘C/min
to room temperature before heating. The heating rate is 10 ∘C/min. Chang et al. [174]. Reproduced with permission of American Chemical
Society.

can be clearly seen at relatively higher temperatures. These
high-temperature peaks become larger and shift to a higher
temperature with increasing time at 60 ∘C. This reflects the
influence of the isothermal process on the crystallization of
PCL on the PE substrate through the formation of ordered
molecular structures at a temperature above the melting point.
The enhancement of the high-temperature melting peak with
time implies an increase in the ordered PCL chain structure. It
is highly suggested that the ordering of PCL chains does not
only occur at the interface contacting with the PE substrate;
rather, it propagates also from the interface into the bulk
away from the contact surface. In other words, the PCL layer
thickness affected by the PE substrate at 60 ∘C increases
with increasing annealing time. It is found that the PE can
affect a PCL layer of micrometers through annealing at 60 ∘C
for sufficient time. As shown in Figure 12.24a, a PCL layer
of 5 μm in thickness annealed at 60 ∘C for 14 days shows
almost only one high-temperature melting peak, indicating

almost that the whole PCL layer is arranged in the same way
as the interfacial layer. As for its high-temperature shift, it
should be related to the increase in stem length of the ordered
chain PCL stems by keeping at 60 ∘C, as the melting point
of a polymer is proportional to its lamellar thickness [175].
Tracz et al. have confirmed the formation of highly ordered,
unusually thick PE lamellae in contact with atomically flat
solid surfaces [176–178]. The melting point of the sample
annealed at 60 ∘C for 14 days reaches ca. 71 ∘C. It is quite
close to the equilibrium melting temperature of the used PCL,
which is about 72 ∘C (see Figure 12.24b). This may suggest
the formation of extent chain shish crystals of PCL.

According to the above discussion, the ordering process
of PCL from melt on the PE substrate at temperatures higher
than its bulk melting point can be schematically presented
in Figure 12.25. At the initial stage, the PCL is in a random
coil molten state (Fig. 12.25a). With the passage of time, the
PCL starts to organize into an ordered structure following the

After crystallization

PE substrate

PE substrate PE substrate PE substrate

PE substrate

(e)

(a) (c)

(d)

(b)

PCL melt

Figure 12.25 (a–d) Sketches describing the chain ordering process of PCL on highly oriented PE substrate during the isothermal process at
60 ∘C and (e) its final epitaxial crystalline structure after cooling to room temperature (e). Chang et al. [174]. Reproduced with permission of
American Chemical Society.
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orientation of the substrate crystals. The organization process
may firstly take place in a monolayer contacted directly
with the PE substrate (Fig. 12.25b). With increasing time,
the ordered PCL chain sequence length increases. At the
same time, the ordered layer propagates from the interface
into the PCL bulk (Fig. 12.25c). The increase in the ordered
PCL chain sequence length results in the shift of the melting
temperature toward high temperature, while the increase in
the layer thickness contributes to the increment of the melting
peak. For a sufficient time, all of the PCL chains in a 5-μm
thick melt can be organized into an ordered structure with
quite long segment length or even possibly form roughly
extend chains (Fig. 12.25d). It is these ordered molecular
chains that correspond to the formation of a highly oriented
structure with unusually thick PCL lamellae.

The abovementioned chain segment preordering of over-
growing polymers has been also found in the cold epitaxial
crystallization process of PLLA on an oriented PE substrate
[103]. As presented in Figure 12.13a, the electron diffraction
pattern of the as-prepared PLLA/PE double layers shows
only the electron diffraction spots of oriented PE substrate,
indicating the PLLA in the as-prepared PLLA/PE double
layers is in amorphous state. After isothermally annealing at
130 ∘C for 24 h, cold crystallization of PLLA takes place with
its molecular chains aligned perpendicular to the direction
of PE as judged from the diffraction pattern presented in
Figure 12.13b. The perpendicular chain orientation of PLLA
epitaxially crystallized on the PE substrate is also con-
firmed by the FTIR analysis. For FTIR study, the PLLA/PE
double-layered samples were prepared by spin coating the
PLLA solution on the highly oriented PE film at 2000 rpm for
30 s in air at room temperature. The thickness of the PLLA
layer was regulated by using 1 and 0.25 wt% chloroform
solutions, respectively. The thicknesses of the thus prepared
PLLA layers were estimated to be about 100 nm with a
1 wt% chloroform solution and less than 30 nm with 0.25 wt%
chloroform solution.

As summarized in Table 12.4, it was reported that the
C=O stretching vibration region of 1860–1660 cm−1 and the
region of 1500–1000 cm−1corresponding to the CH3, C–H
bending, and C–O–C stretching vibrations are sensitive to
the structural changes during crystallization of PLLA. The
spectral change of the C–H stretching vibration in the high
wavenumber region of 3000–2800 cm−1 is relatively small
after crystallization. However, a combination of these bands
with the bands at 2918 and 2848 cm−1of PE corresponding to
the total asymmetric and symmetric CH2 stretching vibrations
helps reveal the chain orientation of the PLLA with respect
to the oriented PE substrate directly. Figure 12.26a shows the
polarized FTIR spectra of a PLLA/PE double-layered film
annealed at 130 ∘C for 24 h in the wavenumber range from
2800 to 3000 cm−1with the electron vector perpendicular and
parallel to the PE chain direction. As expected, the absorption
intensities of the FTIR band at 2918 cm−1 characteristic of
PE with perpendicular polarization is higher than that with
parallel polarization. However, the absorption intensities of

TABLE 12.4 Band Assignments of Amorphous and
Semicrystalline PLLA

Wavenumbers (cm-1) Polarization Assignments

Amorphous Semi-
crystalline

2995 2997 ⟂ 𝜈as(CH3)
2945 2946 Unclear 𝜈s(CH3)
1757 1759 ⟂ 𝜈(C=O)
1454 1458 ∥ 𝛿as(CH3)
1384 1386 ⟂ 𝛿s(CH3)
1364 1368 ∥ 𝛿(CH), CH wagging

(blending)
1360 ⟂

1268 1268 None 𝜈(CH)+ 𝜈(COC)
1212 1215 ⟂ 𝜈as(COC)+ 𝛾as(CH3)
1183 1187 ∥ 𝛾 s(CH3)+ 𝜈s(COC)
1133 1133 None 𝛾 s(CH3)
1090 1090 ∥ 𝜈s(COC)
1044 1044 None 𝜈(C–CH3)

𝛿 = deformation vibration; 𝛾 = in-plane rocking vibration; 𝜈 = stretching
vibration; s= symmetric; as= asymmetric.

the FTIR band at 2997 cm−1 corresponding to the PLLA in
its crystalline state with perpendicular polarization is lower
than that with parallel polarization. Considering that the FTIR
band at 2997 cm−1 represents the asymmetric CH3 stretching
vibration with also a perpendicular transition moment related
to the main chain of PLLA, the different absorption intensity
change of the 2997 cm−1band confirms a perpendicular
alignment of the PLLA chains with respect to PE chain
direction. A similar result was also observed in the polarized
FTIR spectra with the stretching vibration of C=O groups, as
presented in Figure 12.26b.

The aim of this paragraph is to explain when the alignment
of PLLA chains in the perpendicular direction of the PE chain
starts. In other words, to find out whether there are already
oriented chains of PLLA in the amorphous phase or not. This
will provide different crystallization scenarios about the epi-
taxial cold crystallization of PLLA on the PE substrate. If some
PLLA chains oriented perpendicular to the chain direction of
PE in the as-prepared sample due to intermolecular interac-
tion, these oriented PLLA chains will act as “prenuclei.” The
transformation of these “prenuclei” into stable crystal nuclei in
the subsequent cold crystallization process initiates the growth
of fold chain lamellae with high orientation. Otherwise, the
alignment of the PLLA chains in the random coil amorphous
state should start in the nucleation process during cold crys-
tallization. For this purpose, the orientation status of PLLA in
the as-prepared sample, that is, in amorphous phase, has been
followed by polarized FTIR.

Figure 12.27 presents the polarized FTIR spectra of
spin-coated PLLA thin films with and without PE substrate
in the 3050–2820 cm−1 region. The appearance of 2995 and
2945 cm−1 bands instead of the 2997 and 2946 cm−1 bands
indicates that the PLLA thin films with and without PE
substrate are all in the amorphous state. From Figure 12.27a,
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Figure 12.26 Polarized FTIR spectra of the PLLA/PE double-layered sample in the 3050–2800 cm−1 and 1850–1650 cm−1 regions with
the electron vector perpendicular (denoted as 90∘) and parallel (denoted as 0∘) to the PE drawing direction, respectively. The PLLA/PE
double-layered sample has been annealed at 130 ∘C for 24 h. Tu et al. [103]. Reproduced with permission of American Chemical Society.

the identical position and height of these bands with par-
allel and perpendicular polarizations demonstrate the lack
of chain orientation in the pure PLLA spin-coated thin
film. Figure 12.27b presents the polarized FTIR spectra
of PLLA spin-coated on oriented PE film from a 1 wt%
PLLA/chloroform solution. It can be seen that the PE sub-
strate film exhibits a high orientation as judged from the
different intensities of the 2918 cm−1 band under parallel
and perpendicular polarizations. With close inspection,
different intensities of the 2995 and 2945 cm−1 bands with
parallel and perpendicular polarizations are also be identified,
which are more clearly observed in the enlarged inset of
Figure 12.27b. This indicates that a small amount of PLLA
chains in the amorphous state are already oriented in the
direction perpendicular to the PE chain. Considering that
the chain orientation of PLLA in the amorphous state on the
PE substrate reflects the intermolecular interaction between
them, these oriented PLLA chains should exist only in a
very thin layer directly in contact with the PE substrate.
Therefore, the difference in band intensity of the spin-coated
film from a 1 wt% PLLA/chloroform solution should be
limited because the thick nonoriented PLLA layer covered
on the thin oriented layer shows stronger absorption. To
magnify the band intensity difference of the oriented PLLA
chains, a thinner PLLA film was spin coated from a 0.25 wt%
PLLA/chloroform solution on the surface of the oriented PE
substrate. As shown in Figure 12.27c, now the total absorption
is really reduced to ca. 1/4 of the sample prepared with
1 wt% PLLA/chloroform solution. However, the intensity
differences of the 2995 and 2945 cm−1 bands with parallel
and perpendicular polarizations are quite evident. This leads
to the conclusion that there is a very thin oriented PLLA
layer in contact with the PE substrate. It is these oriented
PLLA chains in amorphous state that trigger the oriented cold
crystallization of PLLA on the PE substrate, that is, the cold
epitaxial crystallization.

The analysis of the polarized FTIR spectra of PLLA/PE
as-prepared samples in the stretching vibration region of C=O
groups provides a similar result. As shown in Figure 12.28,

the absorption band that appeared at 1757 cm−1 instead of
1759 cm−1 demonstrates that the PLLA in the as-prepared
samples are in amorphous state regardless of whether they are
on the KBr plate or on the oriented PE thin films. The total
overlapping of the FTIR bands with parallel and perpendicular
polarizations in Figure 12.28a indicates the random orienta-
tion of the as-prepared pure PLLA sample. The existence of a
very thin oriented PLLA layer spin coated on the PE substrate
is reflected by a tiny intensity difference of the bands with
parallel and perpendicular polarizations (see Figure 12.28b),
which has been magnified by a reduction of the spin-coated
PLLA layer thickness as shown in Figure 12.28c.

12.3.2.3 Possible Impact of the Controlled Structure
on the Property of Polymer Films As described in the
introduction, the properties of a semicrystalline polymeric
material depend strongly on its crystal structure as well as the
morphology in the condensed state. Therefore, the controlled
structure through surface-induced crystallization will show
great impact on the thin-film properties. First of all, the
different crystal orientation will influence the property of
the layered composites. For the nonparallel alignment of the
crystalline lamellae, the cross-hatched lamellar structure was
tested to improve the mechanical properties of the layered
materials significantly [101, 179]. This rests on the fact that
the mechanically soft amorphous inter-lamellar regions of one
phase are bridged by the crystalline lamellae of another phase,
as schematically depicted in Figure 12.29. It was also found
that the adhesion between the polymer sheets with epitaxial
crystallization can be enhanced remarkably. For example,
by dipping the iPP sheets in a PE solution before thermal
bonding, the adhesion between the laminate was enhanced
enormously [180, 181].

The parallel alignment of the crystals can be employed
to fabricate functional polymeric materials with unique
ordered structures. For example, one of the efforts devoted
to organic field-effect transistors (OFETs) based on soluble
conjugated polymers is to improve the key performance
parameters of OFETs, such as carrier mobility, on/off ratio,
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Figure 12.27 Polarized FTIR spectra of the as-prepared (a) PLLA,
(b) and (c) PLLA/PE double-layered samples in the 3050–2820 cm−1

region with the electron vector perpendicular (denoted as 90∘) and
parallel (denoted as 0∘) to the PE chain direction (b and c), respec-
tively. The concentrations of the solution used for spin coating the
PLLA thin films were 1 wt% for (a and b) and 0.25 wt% for (c). An
enlarged part of the 2995 cm−1 band is inserted in (b). Tu et al. [103].
Reproduced with permission of American Chemical Society.
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Figure 12.28 Polarized FTIR spectra of the as-prepared (a) PLLA,
(b) and (c) PLLA/PE double-layered samples in the 1820–1680 cm−1

region with the electron vector perpendicular (denoted as 90∘) and
parallel (denoted as 0∘) to the PE chain direction (b and c), respec-
tively. The concentrations of the solution used for spin coating the
PLLA thin films are 1 wt% for (a and b) and 0.25 wt% for (c). Tu et al.
[103]. Reproduced with permission of American Chemical Society.
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Figure 12.29 Schematic representation of epitaxially oriented
cross-hatched lamellar structure, in which the mechanically soft
amorphous inter-lamellar regions of one phase are bridged by the
crystalline lamellae of the other phase. Lotz and Wittmann [94].
Reproduced with permission of American Chemical Society.

and threshold voltage. Excellent properties of OFETs were
mostly achieved by individual nanowires with single-crystal
structure [182, 183]. The performance of OFETs fabricated
using thin films with random orientation is normally very
poor when compared with that using single-crystal nanowires
[182]. Considering that the preparation of polymer single
crystals with sufficient size is hardly possible, from a practical
standpoint, it is of great significance for preparing large-area
films with controlled structural anisotropy, so as to fabricate
high-performance electrical micro devices. Surface-induced
epitaxial crystallization has successfully been used to fabri-
cate thin films of the semiconducting materials with unique
crystal orientation [162–165, 184].

100 μm

Figure 12.30 Optical micrograph and the corresponding electron
diffraction pattern (inset of the optical micrograph) show the epitax-
ial morphology of PTH on highly oriented PE substrate. The arrow
indicates the molecular chain direction of the PE substrate crystals.
Jiang et al. [185]. Reproduced with permission of American Chemical
Society.

Figure 12.30 shows an optical micrograph of a semi-
conducting material with unique organized single-crystal
nanowires, which is fabricated through epitaxy on a highly
oriented PE thin film [185]. The electron diffraction of
the obtained film shows exactly the same pattern as the
single-crystal nanowires superimposed on the diffraction
pattern of the oriented PE substrate. Through epitaxial
crystallization on highly oriented PTFE, a significant
improvement on the switch on/off ratio of the photoswitchers
based on well-aligned poly(para-phenylene ethynylene)s
derivative molecules with thioacetate end groups (TA-PPE)
was demonstrated [186]. As illustrated in Figure 12.31,
the switch on/off ratio increases from 8–12 for the nonori-
ented film up to 330–400 when the molecules are aligned
along the carrier transport direction of the devices. Taking
this into account, great efforts have already been made in
the epitaxial growth of organic semiconductor molecules
on highly oriented substrates [187–190]. For example,
Brinkmann and coworkers have recently done excellent work
in fabricating ordered structure of conjugated polymers,
such as poly(3-alkylthiophene)s, through the epitaxial way
on oriented aromatic crystal surfaces, friction-transferred
polymer substrates and directional epitaxial crystallization
[162–165, 184, 188, 191].

Second, the control of spatial arrangement of the planar
backbone chains is also of particular interest. For example,
the highly crystalline rigid-rod conjugated TA-PPE (see
Fig. 12.32) possesses a planar backbone chain. For such
molecules, except for the chain-axis orientation, the backbone
chain plane exists also in different spatial arrangements.
Figure 12.33 presents two extreme arrangements of the
planar TA-PPE molecules with the backbone chain planes
perpendicular (side-on) and parallel (face-on) to the thin-film
plane. Property investigations show that the switch on/off ratio
of the photoswitchers with TA-PPE molecules aligned along
the carrier transport direction of the devices is much higher
than that for the devices with randomly oriented molecules
[186]. Moreover, charge-carrier mobility of the OFETs based
on TA-PPE nanowires with the backbone molecular chains
aligned parallel to the long axis of the nanowire and the
planar molecules standing on the substrate, that is, a side-on
orientation as shown in Figure 12.33a, is confirmed to be 3–4
orders of magnitudes higher than that of thin-film transistors
made by the same polymer with random orientation. In
other words, the control of molecular spatial arrangement is
an important factor for a maximal utilization of polymeric
materials. Considering that the favorable crystallographic
interaction is generally related to a certain lattice plane of
the deposit polymer, the surface-induced epitaxy based on
special crystallographic interaction can be utilized to control
the spatial arrangement of the planar molecules, as illustrated
by the expitaxial crystallization of PE on polypropylenes (iPP
and sPP) and the side-on orientation of P3HT epitaxially
grown on the oriented PE substrate. This provides an efficient
way for fabricating devices with significantly improved
performance.
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Figure 12.31 (a) Photoswitchers of aligned TA-PPE films, (b) photoswitchers of TA-PPE films without alignment, (c, e) photoresponse and
photoswitch behavior of TA-PPE films with alignment, and (d, f) photoresponse and photoswitch behavior of TA-PPE films without alignment.
Dong et al. [186]. Reproduced with permission of American Chemical Society.
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Figure 12.32 Molecular structure of TA-PPE. Dong et al. [186].
Reproduced with permission of American Chemical Society.
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Figure 12.33 Sketches illustrating the (a) side-on and (b) face-on
backbone chain arrangement of the TA-PPE molecules. Reproduced
with permission from [70], copyright © 2013, American Chemical
Society.
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12.4 BULK CRYSTALLIZATION OF POLYMERS IN
CONTACT WITH A FOREIGN SURFACE

In the last section, the surface-induced crystallization behav-
ior of polymer thin films was described. Another frequently
encountered phenomenon is the crystallization of polymer
bulk in contact with a foreign surface. A typical example is the
fiber-induced crystallization of polymers in fiber-reinforced
thermoplastic systems [135, 192–200]. As illustrated in
Figure 12.34, the well-known transcrystalline structure often
emerges after crystallization of the polymer in fiber-reinforced
materials. In such cases, an oriented polymer layer close to the
fiber surface is produced, with the polymer chains generally
parallel to the fiber axis. The formation of this specific
structure is a result of a high density of active nuclei at
the fiber surface, which hinder the lateral development of
spherulites and therefore the crystal grows unidirectionally
normal to the fiber axis. From Figure 12.34, it is clear that
the transcrystallization is a nucleation-controlled process and
that the enhanced nucleation at the fiber surface is the key
factor for the formation of transcrystalline morphology. Even
though extensive work has been devoted to this field since the
1950s, the exact mechanism of the enhanced nucleation is
still not quite clear.

The situation for polymer transcrystallization around fibers
is somewhat more complicated than the aforementioned flat
surface-induced polymer thin-film crystallization. There are a
number of factors that can control the occurrence of polymer
transcrystallization. First of all, the intrinsic surface charac-
teristics of the fibers play a very important role in generating
polymer transcrystallization. For example, high-modulus
carbon fibers are able to induce the transcrystallization of iPP
[192], while their high-strength counterparts hardly exhibit
an effect on the crystallization of iPP. It was demonstrated
that high-energy surfaces can increase the density of nuclei at
the surface and result in the formation of transcrystals in the
interfacial region [193, 194]. Also, the chemical composition
of the fiber surface is important. Strong interactions between

Fiber100 μm

Nuclei

Crystal growth front

Φ Φ

(a) (b)

Figure 12.34 Optical micrograph showing (a) the growing transcrystalline zone (indicated by a white arrow) of iPP at the carbon fiber
(center black part) surface, and (b) a sketch illustrating its nucleation and crystal growth processes. Lotz and Wittmann [94]. Reproduced with
permission of American Chemical Society.

the fiber and polymer molecules were found to be in favor
of transcrystallization. Second, the presence of interfacial
residual stresses or a temperature gradient at the interface
also encourages the formation of transcrystallization layer
[195, 196]. Third, flow field, which is unavoidable during
many processing procedures, will increase the degree of
polymer chain orientation near the fiber, and is therefore
another important factor affecting the nucleation of polymer
at the fiber surface. It was well demonstrated that transcrys-
tallization of polymers at fiber surfaces will always take
place under shearing conditions, regardless of the fiber used.
This has been best revealed by the crystallization of iPP in
PP/fiber systems with the fibers being pulled along their long
axes, a process developed by Varga et al. [128, 197–200].
For example, it has been demonstrated that Kevlar 49 fiber
exhibits no nucleation ability toward iPP in a quiescent
environment (see Fig. 12.35a), resulting in the formation of
iPP spherulites in its monoclinic 𝛼-form. However, oriented
iPP column structures were always observed in the vicinity of
the Kevlar 49 fiber whenever it was pulled along its axis (see
Fig. 12.35b,c), even though the induced column structures
may be different, depending on the fiber pulling rate or/and
pulling time. As illustrated in Figure 12.35b and c, when the
Kevlar 49 fiber was pulled at a rate of 30 μm/s for 20 s, an ori-
ented 𝛼-iPP column structure was obtained (see Fig. 12.35b).
On the contrary, if the Kevlar 49 fiber was pulled at a rate
of 30 μm/s for 60 s, an oriented 𝛽-iPP column structure was
observed (see Fig. 12.35c). This has been unambiguously
confirmed by the selective melting of the 𝛽-iPP crystals at
158 ∘C, as presented in Figure 12.35d [135].

Moreover, if the fiber is in the crystalline state, as in the case
of surface-induced polymer epitaxy, lattice matching between
the polymer and fiber crystals provides another favorable
situation for transcrystallization. For example, the existence
of excellent matching of nylons and iPP with high-modulus
graphitic carbon fibers has led to the transcrystallization of
nylons and iPP around the carbon fibers [135]. Taking this
into account, the case in which both fiber and matrix are of
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Figure 12.35 Optical micrographs showing the interfacial morphologies of iPP/fiber (Kevlar 49) composites. The samples were heat treated
at 210 ∘C for 5 min and then quickly cooled to 137 ∘C for isothermal crystallization after fiber pulling. The fibers were pulled at a rate of
30 μm/s for (a) 0, (b) 20, and (c) 60 s. (d) Displays the selective melting of (c) at 158 ∘C. Sun et al. [135]. Reproduced with permission of
American Chemical Society.

the same polymer (single-polymer matrix/fiber composites) is
most conducive to surface-induced transcrystallization due to
the identical chemical composition and perfect lattice match-
ing [132–134, 193, 201–203]. As an example, Figure 12.36
presents the morphologies of iPP crystallized around iPP
fibers [204]. Comparing Figure 12.36a with Figure 12.34a,
one can easily find the different nucleation densities of iPP
formed on carbon and iPP fiber surfaces. While individual
nucleation sites can be recognized at the carbon fiber surface
with careful inspection, the nucleation and crystal growth
of iPP at the iPP fiber surface starts simultaneously from
every place on the fiber surface. As a result, the oriented
transcrystallization layer of the former case is caused by
the restricted crystal growth in the direction parallel to the
fiber axis, whereas that of the latter case originates from the
induced crystallization of each crystalline lamella by the
presented fiber. The high-magnification scanning electron
micrograph has confirmed the above conclusion [133]. As
shown in Figure 12.36b, one can clearly see the growth of
individual iPP lamellae from the iPP fiber surface, producing
parallel aligned lamellae with their long axes perpendicular to
the fiber axis. In this case, the crystal structure of the induced
transcrystalline layers is generally the same as the solid fiber
due to the epitaxial mechanism. The transcrystals of iPP
shown in Figure 12.36 are attested indeed to be in the 𝛼-form.

This is reasonable, because the iPP fibers can exist only in the
𝛼-form due to the 𝛽𝛼 transition on stretching.

For single-polymer composites, if the fiber is partially
surface molten, the situation is quite different. The oriented
lamellar structures around the iPP fiber are determined by the
molten state and orientation degree of fibers. For this aspect,
iPP single-polymer fiber/matrix composites were produced by
a procedure sketched in Figure 12.37 [132]. The iPP matrix
thin film was first heated to 200 ∘C for 10 min to erase possible
effects of thermal history on the subsequent crystallization of
the sample and then moved to a preheated hot plate, where
the iPP matrix was kept in the molten or supercooled molten
state at the moment of fiber introduction. As the iPP molten
or supercooled molten thin layer reached equilibrium at the
desired temperature, homogeneous iPP fibers tightly fixed on
a metal frame (see upper part of Fig. 12.37) were introduced
into the iPP matrix. After introduction of the fibers, the pre-
pared fiber/matrix single iPP composites were subsequently
moved quickly to another hot plate set at a desired temperature
for isothermal crystallization. In the subsequent paragraphs,
the recent results are reviewed and their implications for
the orientation-induced 𝛽-iPP crystallization mechanism are
discussed.

The crystallization rate of the 𝛽-iPP plays a very important
role. When the iPP fiber melts at temperatures slightly over
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Figure 12.36 (a) Optical micrograph showing the growing transcrystalline layer of iPP on an iPP fiber surface and (b) a magnified scanning
electron micrograph showing the interfacial structure on a lamellar scale. The samples were prepared by introducing the iPP fiber into the
supercooled iPP matrix at 138 ∘C and then isothermally crystallizing for 6 h. Li et al. [132]. Reproduced with permission of American Chemical
Society.
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then cooled to Tin
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Figure 12.37 A sketch shows the sample preparation procedure of
single iPP fiber/matrix composites. Li et al. [132]. Reproduced with
permission of American Chemical Society.

its nominal melting point for a short time, mainly 𝛽-iPP
cylindrical structures are observed after crystallization in
the temperature window of 100–138 ∘C (see Fig. 12.38a–c),
while 𝛼-iPP cylindrical structures are generated at crystal-
lization temperatures above 140 ∘C (see Fig. 12.38d) [205].
The interfacial morphology created by crystallization at
139 ∘C under otherwise unchanged parameters is particularly
helpful for elucidating the effect of crystal growth rate on
the 𝛽-iPP crystallization. As presented in Figure 12.39, now
both 𝛼-iPP and fan-shaped 𝛽-iPP crystals are observed in
the transcrystalline layers of iPP. Comparing the growth
fronts of the 𝛼- and 𝛽-iPP crystals, the 𝛽-iPP crystals possess
an evident higher growth rate than its 𝛼-counterpart. The
formation of 𝛽-iPP transcrystalline structure is, however,
suppressed. This implies that a higher crystal growth rate of
𝛽-iPP may be necessary, but not sufficient, for promoting
𝛽-iPP crystallization. The nucleation of 𝛽-iPP crystals is a
prerequisite for 𝛽-iPP crystallization.

The nucleation of 𝛽-iPP crystals can be controlled by
adjusting the fiber introduction temperature. For this purpose,
the crystallization temperatures in all experiments were set

in the temperature range for a higher crystal growth rate
of 𝛽-iPP. Optical microscopy observations show that if the
iPP fibers were introduced into the supercooled iPP matrix
at temperatures far below the melting point of iPP fiber
(Tm ≈170 ∘C), for example, below 160 ∘C, the iPP fiber is
kept in the solid state without any melting. In this case, it
illustrates simply the crystallization of iPP matrix induced
by its homogeneous fiber. The 𝛼-transcrystallization layer
surrounding its single-polymer fibers is formed [206].

With increasing fiber introduction temperature, fan-shaped
𝛽-iPP domains sporadically inlaid in the 𝛼-iPP column layers
have been occasionally observed. When the fibers were put
into the matrix at temperatures close to its nominal melting
point, for example, 168 ∘C, substantive 𝛽-iPP crystals can be
created. Figure 12.40 shows the representative optical micro-
graphs with 𝛽-iPP crystals distributed unevenly along the
fibers. Around the top part of the left fiber (see Fig. 12.40a),
the iPP grows mainly in its crystalline 𝛽 phase, whereas
the fiber on the right side of the figure is predominantly
surrounded by the 𝛼-iPP crystals. In the middle, different
supermolecular structures of iPP matrix are generated on dif-
ferent sides of the same iPP fiber, that is, the 𝛼-iPP and 𝛽-iPP
on the right and left sides of the same iPP fiber, respectively.
The different crystallization manners may be associated with
either the different local thermal condition of the sample or
the different local nature of the fiber. Anyway, this is quite
helpful for exploring the different growth mechanisms of
the 𝛼-iPP and 𝛽-iPP crystals. With careful comparison, the
different responses of the iPP fibers in different areas during
thermal treatment can be found. The fibers in the areas where
𝛽-iPP crystals are generated seem to be molten (see upper
left corner of Figure 12.40a). The fiber located at the middle
of the figure becomes thinner and thinner from its bottom
to top ends, suggesting a partial melting of the iPP fibers.
This phenomenon is more clearly seen from the magnified
optical micrograph, as illustrated in Figure 12.40b. At the
right side of the bottom end of the iPP fiber, the existence of
a well-defined boundary line between the iPP fiber and the
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Figure 12.38 Optical micrographs of iPP single-polymer composites with 𝛼 and 𝛽 iPP crystals indicated. The fiber introduction temperature
was 173 ∘C and the isothermal crystallization temperatures were (a) 126 ∘C, (b) 130 ∘C, (c) 133 ∘C, and (d) 141 ∘C. Li et al. [205]. Reproduced
with permission of Elsevier.
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Figure 12.39 Optical micrographs of an iPP single-polymer com-
posite with 𝛼 and 𝛽 iPP crystals indicated. The fiber introduction
temperature was 173 ∘C and the isothermal crystallization temper-
ature was 139 ∘C. Li et al. [205]. Reproduced with permission of
Elsevier.

induced crystalline 𝛼-iPP (as indicated by an “𝛼”) indicates
that the iPP fiber remains intact during the thermal treatment.
On the contrary, the top part of the iPP fiber surrounded
by 𝛽-iPP crystals can hardly be distinguished from the iPP
matrix, indicating the inosculation of the iPP fiber with its
homogeneous molten matrix through melting or at least
surface melting. This implies that melting or at least partial
melting of the iPP fiber is in favor of the formation of 𝛽-iPP

in the fiber/matrix interfacial layer. Therefore, as expected,
interfacial layers composed of purely 𝛽-iPP crystals were
obtained when the fibers were introduced into the matrix melt
at their nominal melting point (see Figure 12.41).

Scanning electron microscopy (SEM) observations provide
further evidence for the occurrence of fiber melting and illus-
trate the growth process of 𝛽-iPP crystalline lamellae [133].
As shown in Figure 12.42b, the fiber consists of edge-on
lamellae with most of them well arranged in the direction per-
pendicular to the fiber axis. A few of the iPP lamellae aligned
more or less in the axial direction of the fiber, as indicated by
a small white arrow, indicates the occurrence of the unique
lamellar branching of 𝛼-iPP. All these should result from the
melting and recrystallization of the iPP fiber during sample
preparation. Figure 12.42c and d provides detailed structural
information about 𝛽-iPP crystal growth at the initial stage. The
growth of 𝛽-iPP crystals starts from several single lamellas
embedded in the rich 𝛼-iPP lamellar region, as indicated
by the white arrows. At the early stage, the 𝛽-iPP lamellae
are loosely packed with some 𝛼-iPP inclusion, as indicated
by the ellipses. These 𝛼- and 𝛽- iPP lamellae propagate for
a few micrometers without interference. Subsequently, the
𝛽-iPP lamellae start to branch and splay out leading to the
formation of fan-shaped structures, which stop the growth
of 𝛼-iPP crystals, and finally pure 𝛽-iPP crystalline lamellae
are observed with nonperiodic cracks, as indicated by white
arrows (Fig. 12.42e). Further propagation of the 𝛽-iPP crystals
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Figure 12.40 Optical micrographs of an iPP single-polymer composite with 𝛼 and 𝛽 iPP crystals indicated. The fiber introduction temperature
was 168 ∘C and the isothermal crystallization temperature was 138 ∘C. Li et al. [132]. Reproduced with permission of American Chemical
Society.
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Figure 12.41 Optical micrographs showing the morphologies of an iPP fiber/matrix single-polymer composite. The fiber introduction tem-
perature was 173 ∘C. The crystallization temperature was 138 ∘C. Li et al. [132]. Reproduced with permission of American Chemical Society.
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Figure 12.42 SEM micrographs of an iPP fiber/matrix single-polymer composite prepared by introducing the iPP fiber into its supercooled
homogeneity matrix at 168 ∘C and isothermally crystallized at 135 ∘C for 1 h. (a) An overall view at low magnification. (b) Surface lamellar
structure of the iPP fiber with its axis being indicated by a big white arrow; a small white arrow labels the cross-hatched lamellar structure. (c)
Interfacial structure with the 𝛽-iPP lamellae indicated by white arrows. (d) Growth of 𝛽-iPP at early stage. (e) Continuous growth of edge-on
𝛽-iPP lamellae with the nonperiodic cracks being indicated by white arrows. (f) Twisting of the 𝛽-iPP lamellae. Li et al. [133]. Reproduced
with permission of American Chemical Society.
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results in the occurrence of the typical lamellae twisting (see
Figure 12.42f).

From the above discussion, the chain orientation status
in molten iPP fiber is expected to play an important role
in producing 𝛽-iPP crystals. The results obtained from iPP
fiber/matrix single-polymer composites with iPP fibers of
varying molecular weight indeed show different induced
crystallization behavior owing to the different relaxation of
molecular chains [134]. Figure 12.43 shows three represen-
tative optical micrographs of iPP single-polymer composites
with the same matrix material and crystallization temper-
ature but different iPP fibers in molecular weight. For a
high-molecular-weight fiber system (see Figure 12.43a), pure
𝛽-iPP crystalline interfacial layers can be produced in a wide
temperature range near its nominal melting point. On the
contrary, in the sample with a low-molecular-weight fiber
(see Figure 12.43c), only 𝛼-iPP crystalline interfacial layers
have been observed at all chosen temperatures. Interfacial
morphologies with coexistence of both 𝛼- and 𝛽-iPP crystals
have been observed for the systems with the iPP fibers having
moderate molecular weights (see Figure 12.43b). These
discrepant interfacial morphologies should originate from the
different relaxation behavior of the used fibers, which depends
strongly on the molecular weight [207, 208]. The following
equivalent experiments have confirmed the validity of the
above conclusion. Figure 12.44 shows the optical micrographs
of the iPP matrix/fiber (same as that used in Fig. 12.43a)
samples prepared by introducing the fiber into the matrix
at 175 ∘C. After holding at 175 ∘C for different times, the
samples were subsequently cooled to 135 ∘C for isothermal

crystallization. It can be seen that a 5-min maintenance of the
sample at 175 ∘C after fiber introduction (Fig. 12.44a) induces
still the crystallization of iPP in its 𝛽-form. Holding the sample
at 175 ∘C for 10 min, not only the total nucleation ability but
also the ability in generating 𝛽-iPP crystals have decreased
obviously (see Figure 12.44b). For a 15-min placement of the
sample at 175 ∘C (see Figure 12.44c), the nuclei formed along
the molten fiber become sparse. The individual nucleus along
the iPP fiber is now recognizable. Moreover, the appearance
of fully 𝛼-iPP crystals indicates undoubtedly that the more
relaxed molten iPP fiber has lost its ability in triggering its
𝛽-crystallization. These experimental results indicate that
the relaxation extent of the originally highly oriented iPP
chains in the molten iPP fiber is an important parameter for
controlling the formation of 𝛽-iPP transcrystalline layers.
This leads to the conclusion that the formation of 𝛽-crystals
is associated with the oriented or stretched macromolecular
chains survived during incomplete melting of the highly
oriented iPP fiber. From this point of view, the melting and
recrystallization process of the iPP fiber should be involved
to get a better understanding of the orientation-induced 𝛽-iPP
crystallization.

The effect of molecular mass of iPP matrix on the crys-
tallization of 𝛽-iPP has also been checked by introducing
iPP fibers with Mw = 1.94× 105 g/mol and draw ratio= 4
into the matrixes with different molecular weight [203]. As
shown in Figure 12.45a, it is found that 𝛽-cylindrites formed
around the fiber in the matrix with Mw = 1.94 × 105 g/mol.
On the other hand, the interfacial morphology for the matrix
with Mw = 4.46× 105 g/mol consists of mainly 𝛼-crystals
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Figure 12.43 Optical micrographs of iPP fiber/matrix single-polymer composites. The iPP fibers with molecular weight (a) 1.94× 105,
(b) 1.85× 105, and (c) 1.15× 105 were introduced into the same iPP melts at (a) 178 ∘C, (b) 168 ∘C, and (c) 165 ∘C. The samples were
isothermally crystallized at 135 ∘C. Sun et al. [134]. Reproduced with permission of American Chemical Society.
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Figure 12.44 Optical micrographs of iPP fiber/matrix single-polymer composites. The iPP fibers with molecular weight of 1.94× 105 were
introduced into iPP melts at 175 ∘C, then kept at that temperature for (a) 5, (b) 10, and (c) 15 min and finally cooled to 135 ∘C for isothermal
crystallization. Sun et al. [134]. Reproduced with permission of American Chemical Society.
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Figure 12.45 Optical micrographs of the iPP fiber/matrix composites prepared by introducing the same iPP fiber into molten iPP matrix with
molecular weight (a) Mw = 1.94× 105 and (b) Mw = 4.46× 105 at 180 ∘C and subsequently isothermally crystallized at 138 ∘C for 2 h. Sun et al.
[203]. Reproduced with permission of American Chemical Society.

(Fig. 12.45b). There are a few fan-shaped 𝛽-iPP regions
(indicated by the arrows). It has to be noted that both iPP
matrixes can crystallize in 𝛽-form at the existence of the
𝛽-nucleating agent. This indicates that the iPP chains in
the matrix participate in the nucleation process of 𝛽-iPP.
A phenomenological hypothesis for the nucleation of the
𝛽-phase is that the necessary condition for the formation of
𝛽-nuclei requires the participation of iPP chains in the matrix
with the oriented iPP chains at the partially relaxed fiber
surface. In this case, some extent of iPP chain relaxation at
the fiber surface is necessary for the penetration of the matrix
chains. The chain orientation of iPP in the molten fiber should
also be maintained above a critical level for creating 𝛽-nuclei.
Lacking such relaxation and interdiffusion, the solid fiber
surface will act as a substrate for homoepitaxy of the 𝛼-phase.
Considering that the diffusivity is inversely proportional to
the square of the molecular mass [209, 210], the diffusivity of
matrix with Mw = 1.94× 105 is estimated ca. five times greater
than that of the matrix with Mw = 4.46× 105. Therefore, the
required chain interpenetration and relaxation for 𝛽-nucleation
could be easily realized in the lower molecular weight matrix.

It is well known that the melting behavior of macro-
molecules is different from that of the low-molecular-weight
compounds. Due to the long chain character, the macro-

molecular chains should experience a “recoiling” or “relax-
ation” process during melting. The recoiling process may
take quite a long time depending on the melting temperature
and the molecular weight. Extensive studies on the relaxation
and crystallization of sheared polymer melt indicated that
metastable oriented structures in sheared polymer melt might
resist relaxation upon cessation of shearing and could act as
“prenuclei” from which fold chain lamellae grow, with the
chain axis highly oriented along the shear direction [211–214].
These “prenuclei” can remain active only for a certain period
of time after cessation of shear flow at the temperatures
above its melting point. Azzurri and Alfonso reported that the
lifetime of the nucleation precursors is very sensitive to both
relaxation temperature and molecular weight [207, 208]. The
melting and recrystallization processes of highly oriented iPP
fiber are actually similar to the sheared iPP melt. Considering
that the fiber introduction was performed in quite a short time
and at temperatures close to or slightly above its nominal melt-
ing point, a complete recoiling of the molten iPP fiber could
hardly be attained before recooling of the samples. Varga [197]
found that some local order of the molecular chains previously
included in a crystal lattice could be preserved as “prenuclei”
or sometimes referred to as “nucleation precursors” through
studying the effect of melting history on the recrystallization
of iPP by optical microscopy. Taking this into account, one
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Figure 12.46 Polarized optical micrographs of an iPP fiber/matrix composite crystallized isothermally at 116 ∘C for 30 min. The temperature
of fiber introduction was 173 ∘C. (a) As-prepared sample and (b) after melting of the 𝛽-iPP crystals at 158 ∘C. Sun et al. [134]. Reproduced
with permission of American Chemical Society.
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may argue that the partially or incompletely molten iPP
fibers exist actually in the form of amorphous domains with
oriented or stretched macromolecular chain segments as in the
sheared melt. These oriented molecular segments or chains,
in turn, serve as nucleation precursors and initiate the 𝛽-iPP
crystallization during the cooling process just like the case
of shear-induced crystallization. Selective melting of the
𝛽-crystals displays, however, a scenario different from the
shear-induced iPP crystallization by fiber pulling.

Figure 12.46 shows the optical micrographs of an iPP
single-polymer composite before and after melting of the
𝛽-iPP crystals. In the interface layer, some randomly dispersed
leaf-shaped 𝛼-iPP inclusions are clearly visible. Comparing
Figure 12.46a and b, one may notice that a transition of 𝛼-iPP
spherulites from mixed type (𝛼m) into negative radial type
(𝛼II) has been realized by annealing at 158 ∘C for a short time
[138]. From Figure 12.46b, the similar diameter and relatively
smooth surface of the recrystallized iPP fiber compared with
the used original one implies that the growth of the 𝛽-iPP
transcrystals starts directly from the fiber surface. This is dif-
ferent from what was observed in heterogeneous fiber/matrix
composites produced by fiber pulling, where 𝛼-iPP layers with
zigzag edges on both sides of the heterogeneity fiber were
observed after melting of the 𝛽-iPP cylindrites. Moreover,
it was occasionally observed that the iPP fibers could be
broken off by selective melting at temperatures above the
melting point of 𝛽-iPP but below that of 𝛼-iPP (see the
circled part in Figure 12.46b). Because the used iPP fibers
are originally in their 𝛼-form, the breakage of the iPP fiber
unambiguously implies that some local parts of the original
𝛼-iPP fiber have transformed into 𝛽-form through melting and
recrystallization. From this point, one may conclude that the
melting status, or, in other words, the degree of local chain
orientation of the molten iPP fiber plays a very important role
in generating transcrystalline 𝛽-iPP crystals.

It should be noted that due to the amazing characteristics of
nanofibers and nanotubes, such as extraordinary mechanical
and electrical properties coupled with very large surface area
to volume ratio, polymer-based composites with nanofibers
and nanotubes have also attracted great attention in recent
years [215–220]. Taking the high aspect ratio into account,
nanofiber- or nanotube-induced polymer crystallization could
be totally different from traditional fiber-induced polymer
crystallization. Therefore, the crystallization behavior of
polymers around nanoscale fibers or tubes is another aspect
deserving comment. In this field, the majority of work has
been concerned with carbon nanotubes (CNTs), as reviewed
by Thostenson et al. [220], while iPP was the most frequently
used polymer matrix, owing to its wide applications. As an
example, Figure 12.47a shows a micrograph of an iPP/CNT
ultrathin composite film [221]. One can clearly see that while
a common cross-hatched lamellar structure is observed in
the intact area (see upper left corner of Fig. 12.47a), the iPP
grown at the CNT surface forms transcrystals, indicating the
high efficiency of CNT in nucleating iPP. It should be pointed
out that unlike the carbon-fiber-induced iPP crystallization,
where edge-on iPP lamellae propagated outward from the
fiber surface with the molecular chain parallel to the long
axis of the fiber were obtained, the iPP in the CNT-induced
transcrystalline zone grows in flat-on form with molecular
chains oriented perpendicular to the long axis of the CNT (see
Fig. 12.47b) [222]. Moreover, it has once been reported that
the CNT could induce the growth of the less-preferred 𝛽-form
of iPP, even though it has not been confirmed by others [204].

It has been confirmed that CNT exhibits high nucleation
efficiency toward a number of polymers, promoting the
formation of transcrystals of the semicrystalline polymers,
even though with different orientation depending on the
polymer used, as reviewed in Ref. [223]. In this field,
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Figure 12.47 (a) Bright-field transmission electron micrograph of an iPP/CNT composite thin film nonisothermally crystallized from the
melt during cooling at 5 ∘C/min; scale bar: 500 nm. Miltner et al. [221]. Reproduced courtesy of American Chemical Society. (b) Represen-
tative select-area electron diffraction pattern of the transcrystalline-grown iPP crystals around the CNTs in an ultrathin film. Lu et al. [222].
Reproduced with permission of American Chemical Society.
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100 nm

(b)

100 nm

(a)

Figure 12.48 Bright-field transmission electron micrographs of
SWNTs periodically patterned with PE lamellar crystals produced
by crystallization of PE on SWNTs at 104 ∘C in p-xylene for 0.5 h.
The PE and SWNT concentrations are (a) 0.01 and (b) 0.002 wt %,
respectively. SWNT bundles can be seen in NHSK as shown in (b).
Li et al. [225]. Reproduced with permission of American Chemical
Society.

Li et al. [224–226] have done very good work on the
crystallization of polymers from solution at the surface of
CNTs. With controlled crystallization conditions, disklike
edge-on lamellar crystals surrounding the CNT have been
successfully produced. Figure 12.48 shows two representative
transmission electron micrographs of the PE crystallized from
solution on the single-walled CNTs [225]. Similar structures
are also obtained when crystallizing polymers in supercritical
CO2 on the CNTs [227–231]. In those structures, lamellar
single crystals of polymers were formed and periodically
spaced along entire CNTs with an orthogonal orientation
between polymer lamellar surface and the long axis of CNTs.
The periodicity of the polymer lamellar single crystals can
be well controlled through regulating the crystallization
conditions of the polymers, such as solution concentration,
crystallization temperature, solvent, and so on.

The mechanism of CNT-induced polymer crystallization
rests most likely on the epitaxial growth of the poly-
mer on the CNT surface, a situation like the traditional
graphitic-carbon-fiber-induced polymer crystallization. On
the other hand, taking the small diameter of CNTs into
account, it has also been suggested that the CNT itself serves
as a macromolecule, leading to the preferred alignment of
polymer chains along its long axis [225]. Whatever the mech-
anism is, the morphologies presented in Figure 12.48 closely
resemble the shish–kebab structure of polymers formed
in elongated or sheared melts (see Fig. 12.49) [232–234].
Actually, the formation of shish–kebab structures is also a
kind of surface-induced polymer epitaxy, in which a stack of
folded chain lamellae form around a prealigned long chain
central part. This has been well explained through simulation
work as performed by Hu et al. [235].

12.5 SUMMARY

The straightforward dependence of properties on the crys-
tal structure and morphology of semicrystalline polymers
provides an opportunity to tailor the properties of these

(a) (b)

1 μm 500 nm

Figure 12.49 Electron micrographs of UHMWPE shish–kebabs by field emission scanning electron microscopy (FE-SEM). Somani [232].
Reproduced with permission of Elsevier.
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materials through crystal engineering. Therefore, a full
understanding of the crystallization habits of polymers
under different environments and conditions is essential for
purposeful control of their structures and morphologies.
This has stimulated a mass of research work on polymer
crystallization since the 1920s. Considering that polymeric
materials are directly in contact with some kinds of solid
surfaces in a variety of applications (such as microelectronic
devices and composites), surface-induced crystallization of
polymers has attracted considerable attention during the past
decades. It has been shown that solid surfaces most generally
accelerate the crystallization of the polymers. Moreover,
they can, in some cases, also promote the crystallization of
polymers in unexpected manners and lead to the formation
of unique crystal structure and morphology, for example, the
polymer epitaxy and transcrystallization as summarized here.
It should be pointed out that, to date, most of the work in
this field focuses mainly on the mechanisms of the unusual
crystallization behavior and the resultant special structure and
morphology. Through sophisticated studies, an understanding
of some of these phenomena on a molecular level has been
reached, for example, the molecular epitaxy of polymers. On
the other hand, although the positive effects of the resultant
specific structures and morphologies on the mechanical
and physical properties have clearly been demonstrated
(e.g., the improved photoresponse characteristics and the
improved mechanical properties of fiber-reinforced polymer
systems), the use of these techniques to design and fabricate
the polymeric materials with properties matching specific
product requirement has not been well developed. Therefore,
further challenges in this field are how to utilize the induced
unusual crystallization behavior of polymers for preparing
high-performance polymeric materials. With an in-depth
understanding of surface-induced polymer crystallization,
novel technological pathways for preparing polymeric
materials for advanced applications can be expected.
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13
THERMODYNAMICS AND KINETICS OF POLYMER
CRYSTALLIZATION

Wenbing Hu and Liyun Zha
Department of Polymer Science and Engineering, School of Chemistry and Chemical Engineering, Nanjing University, Nanjing, China

13.1 INTRODUCTION

Vast natural and synthetic polymers are semicrystalline,
and such a structural character dominates their physical
performance, such as mechanical, optical, and thermal prop-
erties. Therefore, it is necessary to understand the process of
polymer crystallization. Still, polymer crystallization appears
as complicated. It can be influenced by many factors, such
as chemical structures of polymer chains, compositions,
temperatures, thermal history, spatial confinements, and
pressures. In order to gain a better understanding about these
factors in polymer crystallization, theoretical and simulation
approaches are often concerted with experimental approaches.

This review chapter makes a brief survey focusing mainly
on the fundamental thermodynamics and kinetic aspects of
polymer crystallization. Thermodynamics address why, or
under which circumstance, polymers perform crystallization,
or, in the opposite direction, polymer crystals start to melt.
Kinetics address how fast polymer crystallization can be
initiated, be developed, or be further improved. On thermo-
dynamics, we introduce the thermodynamic concepts such
as the melting points, the metastable states, phase diagrams,
mesophase formation, as well as the statistical thermody-
namic theory and those factors governing melting points. On
kinetics, we introduce the classical nucleation theory and the
related kinetic equations governing crystal nucleation, crystal
growth, and crystal annealing.

13.2 THERMODYNAMICS OF POLYMER
CRYSTALLIZATION

Semicrystalline states of polymers mean polymers partially
in both the amorphous and the crystalline states. Polymer

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

crystallization and melting are typically first-order phase
transitions between the amorphous phase and the crystalline
phase. When these two phases are in thermodynamic equi-
librium, two phase transitions are reversible under a certain
temperature. This temperature is referred to as the equilibrium
melting point Tm

0 of polymer crystals. In the bulk system of
polymers, the free energy change of melting becomes zero at
its equilibrium melting point, as given by

ΔFm = ΔQm − T0
mΔSm = 0 (13.1)

The equilibrium melting point can accordingly be calcu-
lated by

T0
m = ΔQm∕ΔSm (13.2)

The crystalline states of polymer materials contain a
low heat of fusion owing to weak van der Waals packing
interactions, as well as a high entropy of fusion owing to
large conformational entropy change. Therefore, according to
Equation 13.2, their melting points are commonly as low as
100 ∘C, not like the conventional metals that require 1000 ∘C
for melting. Synthetic polymers are easily reshaped at the
temperatures not so far away from the room temperature, and
hence are endowed with the name “plastics.”

In the amorphous state of homogeneous polymer solutions
or melt, polymer chains are fully disordered, as described by
the random-coil model. The random-coil model was first pro-
posed by Kuhn [1] as well as by Guth and Mark [2] to predict
the entropic elasticity of polymer chains, and then was used to
describe the amorphous state of polymers by Flory [3]. Poly-
mer crystallization commonly chooses a pathway favoring
its kinetics, which results in metastable semicrystalline states
[4]. It takes a long time for people to figure out the structural
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Figure 13.1 Illustration of the models of (a) fringed micelle [5], (b) adjacent chain folding [6], (c) switchboard model [7], and (d) the variable
cluster model [8].

features of semicrystalline polymers, with two dominant
models, which are, fringed-micelle and chain-folding models,
as illustrated in Figure 13.1. In 1930, Hermann et al. set up
the fringed-micelle model [5, 9] to describe the high elasticity
of low-density polyethylene products. But later on, this model
could not explain the spherulite morphologies of polymer
crystals often observed under optical microscopy. In 1957,
Keller set up the adjacent chain-folding model [6] on the
basis of the facts that polymer chains in lamellar single crystal
grown from dilute solutions are aligned normal to the lamellar
surface, and the lamellar thickness was only in the scale of
one-tenth of chain lengths. This model was then confirmed by
the small-angle neutron scattering experiments [10], as well
as by the integer folding of short chains in lamellar crystals
grown in the melt [11–14]. For lamellar crystals grown in the
long-chain melt, Flory proposed the “switchboard” model
[7], as illustrated in Figure 13.1 as well, which was then
developed into the interzonal switchboard model as discussed
by Mandelkern [15]. As both adjacent chain-folding and
switchboard models had their own interpretations on the same
neutron-scattering results, there was a hot debate at the 68th
Faraday Discussion meeting. It is now well accepted that
either model describes a certain aspect of structural features
on metastable lamellar crystals grown in the melt. The
variable cluster model combining both features of local chain
folding and global random coil was discussed by Hoffman
[8], as also illustrated in Figure 13.1. The loops, cilia, and tie

molecules are restricted at the fold-end surfaces of lamellar
crystals, which constitute the rigid amorphous phase near
the crystalline region, as the third part besides the mobile
amorphous phase and the crystalline phase [16].

The lamellar crystals intend to perform thickening into a
more thermodynamically stable state upon annealing. Before
they are able to reach the most stable state, their melting points
are dominated by the limited lamellar thickness, as described
by the well-known Gibbs–Thomson equation,

Tm = T0
m −

2𝜎eT0
m

lΔh
(13.3)

where 𝜎e is the free energy density of the fold-end surface, l
is the lamellar thickness, and Δh is the heat of fusion. A wide
distribution of lamellar thickness in polymer crystals results in
a broad range of melting temperature, shown as a wide melting
peak in the heating curve of differential scanning calorimetry
(DSC). We commonly take the peak temperature as the exper-
imentally observed melting point of polymer crystals. Hoff-
man and Week proposed that lamellar crystals thicken into a
metastable state with the thickness several times larger than the
minimum thickness at Tc, and derived the equilibrium melting
point as the crossover point of the extrapolated Tm versus Tc
curve at Tm = Tc [17]. Although the fixed increasing times of
lamellar thicknesses were a big assumption, this method has
been pragmatically applied to derive the equilibrium melting
points of polymers.
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Figure 13.2 Schematic illustration of a typical phase diagram
combining both L–L binodal and L–S coexistence in polymer
solutions.

In polymer solutions, liquid–liquid (L–L) demixing is
another common phase transition besides crystallization. The
thermodynamic boundary conditions for both of them behave
as the functions of polymer concentrations and temperatures,
demonstrated as phase diagrams. The schematic L–L binodal
and liquid–solid (L–S) coexistence curves in polymer solu-
tions and their interception are shown in Figure 13.2. The
illustrated L–L binodal contains an upper critical solution
temperature. Some other solutions also contain binodals
with a lower critical solution temperature. When the L–S
curve intersects with the L–L curve in the overlapping
temperature windows, both curves are terminated at the
intersection point, which is referred to as the monotectic triple
point.

In between the amorphous phase and the crystalline phase,
there sometimes exists an intermediate-phase of anisotropic
group (called mesogen group) carried either on the backbone
or on the branches of polymer chains, which is referred
to as liquid crystal (LC) mesophase. The mesogen groups
become orientational-ordered under suitable thermodynamic
conditions. The transition temperature from LC mesophase to
melt is often named as the clearing point or the isotropization
point Ti. When L–S phase transition is accompanied by LC
transition, the above phase diagram of polymer solution
becomes more complicated, as illustrated in Figure 13.3.

According to the phase diagram schematically shown
in Figure 13.3, two basic types of liquid crystals formed
along different dimensions can be categorized. One is the
lyotropic liquid crystal prepared by changing the concentra-
tion in solutions. The other is the thermotropic liquid crystal
prepared by changing the temperature in the concentrated
solutions or in the bulk phase. According to Onsager’s
interpretation [19], the lyotropic liquid crystal results
from an entropy-driven phase transition due to anisotropic
excluded-volume interactions of rodlike mesogens. When the
concentration of rodlike molecules becomes high enough,

the space for anisotropic particles to move freely appears
limited, resulting in a significant entropy loss. In this case,
if part of the rods aligned in parallel with each other in
a domain of higher concentration, they sacrifice part of
their space for more free movement of other rods and thus
increase the total entropy. This entropy-driven phase transition
makes the ordered system stable. Also, according to Maier
and Saupe’s theory [20], the thermotropic liquid crystal
is a result of orientation-dependent dispersion interactions
between rodlike mesogens. With the decrease in temperature,
spontaneous ordering lowers the attractive potential energy
related to the orientational ordering. The phase diagram
of LC polymers in solutions can be understood better by
a combination of the two theoretical approaches above
[21–28].

The phase diagrams of solutions can be calculated by
the statistical thermodynamics of lattice models [29]. The
lattice model of polymer solutions was first considered by
Chang [30] and Meyer [31]. The well-known Flory–Huggins
equation was then successfully derived by Flory [32, 33] and
Huggins [34] to deal with the solutions of flexible polymers
by using a mean-field approximation.

Following Flory’s treatment for semiflexible polymer solu-
tions [35], the total partition function of polymer solutions can
be described as

Z =
(

n
n1

)n1
(

n
n2

)n2(q

2

)n2
e−(r−1)n2 z(r−2)n2

c zrn2
m z(r−1)n2

p

(13.4)
where n1 is the number of solvent molecules, n2 is the num-
ber of polymer chains, each chain composed of r monomers,
and n= n1 + n2r is the total lattice sites occupied by solvent
and polymer chains, and q is the coordination number of the
lattice space. Here, the conformational partition function zc is
defined as

zc = 1 + (q − 2) exp

(
−

Ec

kT

)
(13.5)

where Ec is the energy penalty for the q− 2 noncollinear con-
secutive bonds along the polymer chain with a reference to the
collinear connection, k is Boltzmann constant, and T is system
temperature. The partition function related with the mixing
enthalpy of solvent and monomers is

zm = exp
[
− (q − 2)

n1

n
× B

kT

]
(13.6)

where B is the energy change for a pair of solvent and monomer
before and after mixing as defined by

B = E12 −
E11 + E12

2
(13.7)

As polymer chains in the crystals are commonly featured
with parallel packing, the driving force for crystallization can
be reflected as the parallel packing of bonds in the lattice
model [36], as the energy penalty for nonparallel packing of
two bonds Ep. The partition function related to nonparallel
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Figure 13.3 Typical phase diagram of polymer solutions combining isotropic solutions (Iso), crystalline phase (Cr), and the intermediate
liquid crystal phase (LC). Two arrows show the dimensions for thermotropic liquid crystal and lyotropic liquid crystal, respectively. Keller
[18]. Reproduced with permission of ©IUPAC.

packing of neighboring bonds around a chain bond is given
by [37]

zp = exp

{
−

q − 2
2

[
1 −

2 (r − 1) n2

qn

] Ep

kT

}
(13.8)

The corresponding free energy density is calculated accord-
ing to Boltzmann’s relationship, as given by

f (𝜙)
kBT

= (1 − 𝜙) ln(1 − 𝜙) + 𝜙

r
ln𝜙

+ 𝜙

(
−

ln (qr∕2)
r

− (1 − 2∕r) ln zc + (1 − 1∕r)

+ (q − 2) B
kBT

+ (1 − 1∕r)
q − 2

2

Ep

kBT

)
− 𝜙2

(
(q − 2) B

kBT
+ (1 − 1∕r)2

q − 2
q

Ep

kBT

)
(13.9)

Equation 13.9 can be used to calculate various thermody-
namic properties of polymers, in particular, the equilibrium
melting point and phase diagrams. It can be used to calculate
the mixing free energy and the binodal L–L curve, as well as
the coexistence L–S curve in polymer solutions, as introduced

below. Furthermore, Monte Carlo simulations of lattice poly-
mer can be realized by following a micro-relaxation model
[38]. Its micro-relaxation is accepted by the Metropolis impor-
tance sampling algorithm [39]. Monte Carlo simulations of
lattice polymers hold the parallel parameters to the theoretical
phase diagrams, and appear as a powerful tool in understand-
ing the practical process of polymer crystallization [37].

Taking the fully ordered extended chains as the ground
state, and considering bulk polymers with infinitely long
polymer chains, r → ∞, n1 = 0, n= rn2, one can get the free
energy of the amorphous state from Equation 13.9, and let
it to equal that of the ground crystalline state (zero). The
equilibrium melting point of bulk polymers is approximately
derived as

Tm ≈
Ec +

(q−2)2

2q
Ep

k ln(q − 2) − k
(13.10)

We can clearly see that a larger Ec (a higher rigidity of poly-
mer chains) favors a higher equilibrium melting point. Melting
point of polymers with extremely high rigidity may be even
higher than its thermal degradation temperature, making their
melt phase unreachable. We can also see that a larger Ep (a
stronger binding of polymer chains) favors a higher equilib-
rium melting point. Small side groups, polar side groups, and
hydrogen bonding will raise the melting points.
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The chain ends can be regarded as the crystalline defects
in the infinitely large crystals, inducing a depression of melt-
ing points with the decrease of chain lengths. Flory and Vrij
divided the free energy change of melting into three parts [40],
that is, the free energy change for the melting of infinitely long
polymers, the free energy change by introducing chain-end
defects in the crystals, and the conformational entropy change
when the infinitely long polymer chain is cut into the segments
with limited chain length r. So the total free energy change of
melting can be described as

ΔFm = rΔFu + ΔFe − kTm ln r = 0 (13.11)

ΔFu is the free energy change of fusion, which, according
to Equation 13.10, can be roughly estimated by

ΔFu = Δhu − TmΔsu

= Ec +
(q − 2)2

2q
Ep − kBTm[ln(q − 2) − 1] (13.12)

ΔFe is the extra free energy change due to the existence
of chain ends, which can be estimated from the equilibrium
condition f= 0 in Equation 13.9 by setting the chain length
r= 2 in the melt phase.

ΔFe =
(q − 2)(q − 1)

2q
Ep − kBTm(ln q − 1) − 2Δfu (13.13)

The term ln(r) represents a change in conformational
entropy upon cutting. Inserting Equations 13.12 and 13.13
into Equation 13.11, the equilibrium melting point predicted
by the Flory–Vrij theory can be calculated.

One can also directly calculate the equilibrium melting
point from Equation 13.8. Under the equilibrium melting
point, the chemical potentials of solutions equal the crystals
(zero), so the melting point can be obtained from the equation

(1 − r)
n2r

n
+ ln

qn

2n2
+ (r − 2)

× ln

[
1 + (q − 2) exp

(
−

Ec

kBTm

)]
=

(r − 1) (q − 2)
2

[
1 −

2 (r − 1) n2(n + n1)
qn2

]

×
Ep

kBTm
+

rn2
1

n2

(q − 2)B

kBTm
(13.14)

Figure 13.4 compares the melting temperatures of bulk
polymers with different chain lengths derived separately by
the lattice theory, the Flory–Vrij equation, and Monte Carlo
simulations. The dimension of the temperature unit is reduced
as Ec/(kBTm). Their agreements are satisfying, although they
hold various assumptions.

From Equation 13.9, the theoretical curves of L–S coexis-
tence and L–L binodal can be separately calculated, provided

6
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4

3
0 50 100 150

Chain length

T m
 /
E

c
/k

B

Figure 13.4 Melting temperature (Tm/Ec/kB) of bulk polymers with
different chain lengths for three theoretical approaches sharing the
same sets of molecular parameters. The solid line is calculated from
Equation 13.14, and the dashed line is resulted from the Flory–Vrij
equation. Circles are the results of Monte Carlo simulations of poly-
mer solutions with a 0.9375 concentration in a 323 cubic lattice for
short chains and a 643 cubic lattice for long chains [37].

by the absence of each counterpart. The equilibrium melting
point (L–S coexistence curve) can be estimated from the solu-
tion chemical potential equal to zero,

𝜇
s − 𝜇0 =

𝜕f

kT𝜕n2
≈ 0 (13.15)

The L–L binodal curve can be calculated by the chemical
potential equivalence of components between the dense phase
and the dilute phase after phase separation, on the basis of the
mixing free energy from the bulk amorphous state to the solu-
tion state of polymers, as given by

ΔFmix

kT
=

Fsolution − Fbulk

kT
= −(ln Z − ln Zn1=0)

= n1 ln𝜙1 + n2 ln𝜙2 + n1𝜙2

×
[
(q − 2) B

kT
+
(

1 − 2
q

)(
1 − 1

r

)2 EP

kT

]
(13.16)

Figure 13.5 shows the parallel results of liquid–liquid
demixing curves and liquid–solid coexistence curves in
polymer solutions with different energy parameter sets,
obtained from the lattice mean-field theory and Monte Carlo
simulations. Theoretical calculations and Monte Carlo simu-
lations agree well with each other, validating the mean-field
assumption in theoretical approaches.

In Figure 13.5, we can see that the L–S curve is mainly
determined by Ep/Ec, and the L–L curve is mainly controlled
by B/Ec but is also slightly affected by Ep/Ec. By changing
the values of Ep/Ec and B/Ec, the interplay between crystal-
lization and liquid–liquid demixing can be studied in a combi-
nation of the lattice theory and parallel molecular simulations
[42–44], which has been introduced in the book on Polymer
Physics [45].
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Figure 13.5 Liquid–liquid demixing curves (dashed lines) and liquid–solid curves (solid lines) of polymer solutions with different energy
parameter combinations denoted by T(Ep/Ec, B/Ec), separately obtained from (a) mean-field theory and (b) Monte Carlo simulations of parallel
lattice models [41].
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Figure 13.6 Rescaled data from Figure 13.5b according to
Equation 13.17. The bulk equilibrium melting temperature
(Ec/kBTm

0) is chosen to be approximately 0.2. Lines are linear
regressions of symbols at the same values of B/Ec as labeled [41].

An empirical equation for the liquid-solid boundary curve
has been derived by Flory, as given by

1
Tm

− 1

T0
m

= R
ΔHu

(𝜙1 − 𝜒𝜙2
1) (13.17)

This equation fits well with experiments [46], and be also
consistent with Monte Carlo simulations [41]. Figure 13.6
shows the linear relationship according to Equation 13.17,
with the data points adopted from Figure 13.5b.

Real polymers often contain various kinds of sequence
irregularities, such as different chemical compositions, differ-
ent geometrical connections, or different stereo optical isomers
of monomers. Because of the spatial mismatch between irreg-
ular and regular sequences for the compact packing in
crystalline order, the melting points will be lowered. If the
regular sequences are referred to monomer A and the irregular
sequences are referred to comonomer B, Flory [47] treated
this AB random copolymer as an ideal solution and derived

1
Tm

− 1

T0
m

= R
ΔHu

ln XA (13.18)

Flory assumed all the comonomers staying only in the
amorphous phase. By considering comonomers coexist with
monomers in the crystallites, Sanchez and Eby [48] gave
another expression of melting point for copolymers, shown as

Tm = T0
m

(
1 −

ΔHB

ΔHu
XB

)
(13.19)

where ΔHB is the heat of fusion for each comonomer as a
defect in the crystalline phase, and XB is the mole fraction of
comonomers.

13.3 CRYSTAL NUCLEATION

Polymer crystallization is conventionally initiated by crystal
nucleation. According to the Gibbs classical nucleation theory,
when thermal fluctuations generate the ordered domains with
the sizes large enough from a homogeneous phase, the trend to
increase the surface free energy can be overcome by the trend
to decrease the body free energy, and larger domains intend
to be more stable [49]. Assuming nucleus as a sphere with a
radius r, the free energy change of nucleation can be estimated
as

ΔG = −Δg × 4
3
𝜋r3 + 𝜎 × 4𝜋r2 (13.20)

Δg is the melting free energy of unit volume and 𝜎 is the
specific surface free energy. A schematic plot for the free
energy change with the increasing radius of nucleus is shown
in Figure 13.7.

Δg in Equation 13.20 is calculated as

Δg = Δh − TcΔs ≈ Δh − Tc
Δh
Tm

= Δh
Tm − Tc

Tm
∝ ΔT

(13.21)
In practice, to get over the nucleation barrier via thermal

fluctuations, the initiation of primary crystal nucleation



�

� �

�

248 THERMODYNAMICS AND KINETICS OF POLYMER CRYSTALLIZATION
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Figure 13.7 Schematic curve of the free energy change as the radius
of nucleus formed in the amorphous phase.

requires a crystallization temperature Tc much lower than
Tm

0. Thus, the parameter of supercooling for crystallization is
defined as

ΔT = T0
m − Tc (13.22)

Three basic types of nucleation are considered at various
dimensions: primary nucleation, secondary nucleation, and
tertiary nucleation. Primary nucleation is a three-dimensional
nucleus newly formed by thermal fluctuations, with six extra
nucleus surfaces if the nucleus is considered to be cubic.
Secondary nucleation is two-dimensional nucleation on
the advancing surface of nucleus, with four extra surfaces
produced. Secondary nucleation is much easier than primary
nucleation as its free energy barrier is lower, making crys-
tallization kinetics like a self-acceleration process. Tertiary
nucleation is one-dimensional nucleation at the step edge
of the spreading layer on the advancing smooth surface of
nucleus, with only two extra surfaces produced. Tertiary
nucleation is so fast that it can rarely be observed. The
schematic pictures of different types of nucleation are shown
in Figure 13.8.

Primary nucleation is the most observable phenomenon for
the initiation of polymer crystallization, which can be catego-
rized further into homogeneous nucleation and heterogeneous
nucleation. In homogeneous nucleation, polymer nuclei can be
treated as a cylindrical bunch of stems due to the anisotropic
molecular structure, as depicted in Figure 13.9. Thus, its free
energy change during nucleation is

ΔG = −𝜋r2lΔg + 2𝜋rl𝜎 + 2𝜋r2
𝜎e (13.23)

Here, r and l are the radius and the length of the cylinder,
respectively; 𝜎 is the specific free energy on the lateral surface,
and 𝜎e is the specific free energy on the end surface.

r
ur

l

σe

σ

Figure 13.9 Schematic picture of nucleus treated as cylindrical
bunch of stems.

By taking the minimum of ΔG with respect to r and l, the
critical free energy barrier for nucleation is derived as

ΔG∗ =
8𝜋𝜎2

𝜎e

Δg2
∝ ΔT−2 (13.24)

The critical sizes are separately calculated as

r∗ = 2𝜎
Δg

∝ ΔT−1 (13.25)

l∗ =
4𝜎e

Δg
∝ ΔT−1 (13.26)

So the length-to-radius ratio of the critical nucleus is

l∗

r∗
=

2𝜎e

𝜎
(13.27)

For polymers, homogeneous nucleation can be realized
through two typical styles. One is the so-called intramolecular
nucleation featured with adjacent chain-folding, which
can be called as chain-folding nucleation. The other is the
so-called intermolecular nucleation composed of parallel
stacking among neighboring chains, which can be called as
fringed-micelle nucleation. Schematic illustration of these
two models can be found in Figure 13.10.

Let us first consider the intramolecular nucleation. The
specific free energy on the lateral surfaces of PE crystals
was estimated to be 11.8 erg/cm2, and its specific free

(a) (b) (c)

Figure 13.8 Schematic illustration of (a) primary nucleation, (b) secondary nucleation, and (c) tertiary nucleation.
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(a) (b)

Figure 13.10 Schematic illustration of (a) intermolecular nucle-
ation and (b) intramolecular nucleation. Adapted from Wunderlich
[50].

energy on the fold-end surface was about 90 erg/cm2 [51].
By Equation (13.27), the optimized aspect ratio of critical
nucleation is 15.3. Now look at the intermolecular nucleation.
The end surface has an extra free energy of about 245 erg/cm2

as estimated by Zachmann [50, 52, 53], due to the entropy
loss of disordered chains. So the aspect ratio of critical
nucleus in intermolecular nucleation is as high as 56.8, and it
appears very difficult to produce such a fibril nucleus through
thermal fluctuations on primary nucleation. Moreover, by
Equation 13.22, the higher end-surface free energy results
in a higher nucleation barrier than the chain-folding model.
So from both kinetic aspects of the critical nucleation barrier
and of thermal fluctuations, the intramolecular nucleation is
preferred in the process of primary nucleation. This selection
decides the preference of chain folding during polymer crys-
tallization, if we consider that the crystal growth is dominated
by secondary nucleation favoring intramolecular nucleation
as well.

Heterogeneous nucleation is primary crystal nucleation on
the foreign surfaces of other materials such as catalysts, dusts,
and content walls. Because less extra surface free energy
is required, heterogeneous nucleation is much easier than
homogeneous nucleation. There is also another type of hetero-
geneous nucleation called self-nucleation investigated first by
Blundell et al. [54]. The foreign surfaces for self-nucleation
are provided by crystals of the same species that survived
during thermal history. As there is no extra surface free energy
change during self-nucleation, it is also called athermal
nucleation. This type of nucleation is an important source of
memory effects for polymer crystallization.

The nucleation rate is dominated by two factors. One is
the critical free energy barrier of nucleation. Its exponen-
tial dependence was first proposed by Volmer and Weber
[55]. Another is the diffusion energy barrier for molecules
crossing over the liquid–solid interfaces. Its exponential
dependence was first proposed by Becker and Döring [56].

The quantitative expression of the prefactor I0 in the kinetic
equation of the nucleation rate is given by Turnbull and Fisher
[57] as

I = I0 exp
(
−ΔE + ΔG∗

kT

)
(13.28)

where ΔE is the activation barrier for short-range diffusion
over the liquid–solid boundary, and I0 is the prefactor. The
critical free energy barrier is proportional to the inverse square
supercooling of primary nucleation. So when temperature
is high with a high free energy barrier, the nucleation rate
is small. However, when temperature is low with a high
activation barrier for polymer diffusion, the nucleation rate
is again small. Thus, the temperature-dependence curve of
the nucleation rate is somewhat like a bell shape between the
glass transition temperature and the melting temperature, as
illustrated in Figure 13.11.

At high temperatures, the kinetic studies of polymer crys-
tallization are mostly focused on the nucleation. In this region,
heterogeneous nucleation takes place and the resulted mechan-
ical properties of the semicrystalline polymers are usually hard
and brittle. However, as a result of the high density of small
crystallites in the region of low temperatures, the semicrys-
talline polymers become soft and tough.

Intramolecular nucleation is preferred in both primary and
secondary polymer crystal nucleation, which results in lamel-
lar shapes during crystal growth. The typical intramolecular
nucleation model has been established by considering crystal
nucleation of a single-chain system [58]. Taking the extended
single chain in a crystal composed of extended parallel poly-
mer chains as the ground state, and assuming the number of
melting bonds n, the free energy change of the chain according
to the classical Gibbs nucleation theory is

ΔF = Δfn + 𝜎(N − n)2∕3 (13.29)

where Δfn is the bulk free energy change and 𝜎(N− n)2/3 is
the surface free energy change. The free energy change of one
bond during melting is

Δf =
q − 2

2
Ep − kT ln(q − 1) (13.30)

The first term on the right-hand side means q− 2 parallel
bonds around the bond in the ground state, and the denomi-
nator “2” is the symmetrical factor. The number of total con-
formation of a chain with n melting bonds is (q− 1)n, so the
second term is the average conformational entropy change of
each bond during melting (Fig. 13.12).

When the system is in equilibrium, the free energy in the
disordered state is equal to that in the ordered state, then

Δfe = 𝜎N−1∕3 (13.31)

And the equilibrium free energy barrier for primary nucle-
ation is

ΔFe =
4𝜎3

27Δf 2
e

(13.32)
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Figure 13.11 Schematic illustration of the temperature dependence (a) of the critical free energy barrier and the activation barrier for diffu-
sion, and (b) of the bell-shaped curve of the nucleation rates.

ΔF = ΔfN + σ(N – n)2/3

ΔfeN + 4σ
3/(27Δfe

2)

ΔfeNσN 2/3

ΔF

N

n

0

Ordered phase Disordered phase

CrystallizationMelting

Figure 13.12 Schematic free energy change of single chain as a function of melting bonds under thermal equilibrium state. Hu et al. [58].
Reproduced with permission of American Chemical Society.

The free energy barriers for crystallization and melting of a
single chain are separately calculated as follows,

ΔFc =
4𝜎3

27Δf 2
(13.33)

ΔFm = 4𝜎3

27Δf 2
+ ΔfN − 𝜎N2∕3 (13.34)

Single chains with different lengths will crystallize at the
same temperature on cooling, but will melt at different temper-
atures on heating, with higher melting temperatures for higher
chain lengths. In bulk polymers, the nucleation rates appear as
chain-length dependent, which can be attributed to the prefac-
tor in the kinetic equation of nucleation.

In practice, intermolecular nucleation could coexist with
intramolecular nucleation. Intermolecular nucleation is often
observed with short chains, rigid chains, or when chains are
stretched. Recently, upon stretching network polymers, the
transition from intramolecular nucleation to intermolecular
nucleation was observed in dynamic Monte Carlo simulations
[59]. By analyzing the probability of adjacent chain folding

of those newly formed crystallites with a size between 50
and 200 parallel packed bonds at each step of stretching, an
obvious reduction of chain folding was observed in its evolu-
tion curve under each temperature as shown in Figure 13.13a.
The corresponding critical strain was considered to be the
transition point under which intramolecular nucleation is
the favorite and above which intermolecular nucleation
becomes the dominant. Comparing the critical strain with the
onset strain of crystallization during stretching under each
temperature as shown in Figure 13.13b, one can see that at low
temperatures (≤4.0) intramolecular nucleation dominates the
initiation of polymer crystallization with a strain smaller than
the critical value, yielding a high amount of chain folding;
when temperature becomes higher, intermolecular nucleation
dominates the initiation of crystallization, yielding a low
amount of chain folding.

A preordered structure in polymer melt before nucleation
was proposed by Imai and coworkers, and be attributed to
spinodal decomposition during orientational fluctuations at
low temperatures for cold crystallization of PET [60, 61].
The main evidence came from the observation of small-angle
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Figure 13.13 (a) Strain–evolution curves of chain-folding probability of small crystalline clusters containing 50 to 200 parallel packed bonds
under different temperatures. The lines are vertically shifted by 0, 0.15, 0.25, 0.35, 0.45, and 0.55. (b) Comparison between the onset strains
of crystallization and the critical strain for fringed-micelle nuclei under different temperatures. Nie et al. [59]. Reproduced with permission of
Elsevier.

X-ray scattering (SAXS) signal before wide-angle X-ray
diffraction (WAXD) during isothermal crystallization at low
temperatures [62]. However, the X-ray evidence for the pre-
ordered structure could be attributed to improper experiment
treatment or limited instrument sensitivity. Howard Wang
thought that a signal like that of spinodal decomposition
could be expected as a result of improper overreduction in
the empty correction [63]. Zhigang Wang et al. attributed the
phenomenon to a limited instrument sensitivity of WAXD for
the small number of crystallites in the early stage of crystal-
lization [64]. Indeed, after improving the sensitivity of WAXD
by four magnitudes, the difference between SAXS and WAXD
disappears at low temperatures as observed by Heeley et al.
[65]. The remaining difference at high temperatures can be
associated with heterogeneous nucleation rather than homo-
geneous nucleation. Sirota [66, 67] observed a mesophase of
chain cluster at the early stage of nucleation of long alkane
chains and there is almost no supercooling for nucleation,
although the mesophase disappears as soon as chain folding
starts in the crystallization of long-enough chains [68].
Olmsted and coworkers [69] thought spinodal decomposition
was a result of coupling between orientational-order fluc-
tuations and density fluctuations at low temperatures. The
spinodal decomposition will enhance crystal nucleation at
a certain supercooling. In molecular dynamics simulations,
Gee et al. [70] observed that the crystallization behaviors
of PVDF under 600K and PE under 450K in a time scale
of nanoseconds appear as spinodal decomposition. Milner
calculated the free energy change of PE crystal nucleation
through a rotated mesophase and it is lower than the surface
free energy of orthogonal crystalline phase. He thought this
could be the free energy barrier for crystal nucleation [71].

13.4 CRYSTAL GROWTH

Crystal growth starts after primary crystal nucleation, which
can be controlled by either long-range diffusion or interface
process. If crystal grows under a large supercooling in dilute

polymer solutions or ultrathin films, the growth rate is mainly
controlled by a long-distance diffusion from the far-away bulk
solution to the crystal growth front. The diffusion-controlled
mechanism means that the crystal size is not linearly depen-
dent on the growth time [72]. In the commonly practical cases,
the linear crystal growth rate is independent of time, and
crystal growth is controlled by the process at the advancing
surface of the crystal, referred to be the interface-controlled
mechanism. In experiments, for example, by small-angle laser
scattering (SALS) on small crystallites, or by polarized light
microscope (PLM) on large crystallites, it is found that the
growth rate of lamellar crystals is independent of time. This
behavior implies the surface-controlled mechanism for crystal
growth. The interface-controlled mechanism can be further
separated into three categories, which are, secondary nucle-
ation growth, screw dislocation growth, and surface roughing
growth. The secondary nucleation prevails in the description
of the kinetics of lamellar polymer crystal growth [73–76].

Thickening at the growth front is also observed in many
experiments [77–79]. So the crystal growth process can be
treated as two steps at the wedge-shaped growth front, sec-
ondary nucleation occurs first, followed by instant thickening
until thickness becomes larger than the minimum thickness
for further growth of lamellar crystals. Secondary nucleation
dominates the temperature dependence of the growth rate, and
thickening provides the driving force for crystal growth. The
linear crystal growth rate of lamella by side-surface advancing
can be treated as the competition result between advancing rate
and melting rate of the growth front. Taking secondary nucle-
ation as the rate-determining steps for both crystal growth and
melting, they need to overcome the same nucleation energy
barriers from mutually opposite directions. It is the difference
of the two energy barriersΔG that determines the linear growth
rate, as derived by

v = vgrowth − vmelting = vgrowth

(
1 −

vmelting

vgrowth

)
= vgrowth

(
1 − exp

(
−ΔG

kTc

))
(13.35)
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Figure 13.14 Schematic picture of folded stems at the growth front
considered in the LH theory.

Assuming ΔG is very small, and replacing the exponential
term by the first two terms of Maclaurin expansion (exp(x) =
1 + x + x2∕2 + x3∕6 + · · · + xi∕i! + · · ·), we can get the linear
growth rate as

v ≈ vgrowth
ΔG
kTc

= vgrowth(l − lmin)
b2Δg

kTc
(13.36)

In Equation 13.36, the term l− lmin determines the net free
energy for crystal growth, b is the average distance between
stems inside the crystal and Δg is the free energy change
for melting of unit volume. Thus, we can treat vgrowth in
Equation 13.36 as the free energy barrier for crystal growth
and the rest part as the driving force for crystal growth [80].
Under low temperatures, l> lmin and the crystal will grow,
while under high temperatures, l< lmin and the crystal will
melt. There are different models in the detailed description of
the free energy barrier for secondary nucleation, as introduced
below.

Lauritzen–Hoffman (LH) theory is the most widely used
theoretical model in the explanation of the growth kinetics of
lamellar crystals [81–83]. The following picture schematically
shows the basic assumptions of folded stems at the growth
front made in the LH theory (Fig. 13.14).

The LH theory holds four basic assumptions as listed
below.

1. The growth front of polymer crystal is smooth. Sec-
ondary nucleation begins with a first stem deposited
at the growth front, and follows with lateral spreading
until reaching the lateral edges of the front substrate.

2. The chain-folded length l is constant during crystal
growth. The width, thickness, and number of stems is
a0, b0, and v.

3. The number of stems Nv is in a steady-state distribution.

4. Each stem should go through an activation state before
entering the crystal lattice and the fraction of stems suc-
cessfully entering the crystal lattice is 𝜙.

Thus, the average chain-folding length of all the crystals
could be derived as

⟨l⟩ = 2𝜎e

Δg
+ kT

2b0𝜎

×
2 + (1 − 2𝜙)a0Δg∕(2𝜎)

[1 − 𝜙a0Δg∕(2𝜎)] [1 + (1 − 𝜙)a0Δg∕(2𝜎)]
(13.37)

where 2𝜎e/Δg is the minimum length for steady growth.
Equation 13.37 is used to predict the average thickness of
lamellar crystals grown at different temperatures.

Besides an explanation of chain-folding lengths, the phe-
nomenon of regime transitions can also be explained on the
basis of the LH theory, although crystal thickening during crys-
tal growth was omitted in the LH theory [84]. If crystal growth
is controlled by secondary nucleation, the temperature depen-
dence of crystal growth rates is dominated by

G = G0 exp

(
− U

T − T0

)
exp

(
−

Kg

T ΔT

)
(13.38)

The first exponential term is attributed to short-range dif-
fusion across the interface and the second term is attributed to
secondary nucleation with the nucleation barrier proportional
to the inverse supercooling. When temperature is high enough,
crystal growth rate becomes mainly controlled by secondary
nucleation. In this case, the curve of lgG+U/(T− T0) versus
−1/T/ΔT can be divided into three linear regimes with the low-
ering of temperature, and the ratios of Kg among three regimes
are

Kg(I) ∶ Kg(II) ∶ Kg(III) = 2 ∶ 1 ∶ 2 (13.39)

The above ratio is the so-called regime-transition phe-
nomenon, evidenced by many experimental observations as
well as molecular simulations.

At very high temperatures, the fraction of high molecular
weights will crystallize first. In order to explain the molecu-
lar weight effect in crystallization of PE and other polymers,
Wunderlich and Mehta put forward the concept of molecular
nucleation [85–88], as illustrated in Figure 13.15, and pro-
posed that each molecule entered the crystal with an additional
nucleation barrier. Chain-folded secondary nucleus formed by
molecules with enough lengths can only be stabilized over the
critical size, while short-chain nucleus will be melted again.
The concept of molecular nucleation can be regarded as a patch
on the LH model.

The intramolecular nucleation model was then developed
by supposing that all the secondary nucleation is mainly
controlled by nucleation inside single-chain systems [58, 90]
and the basic crystal lamella is resulted due to the preference
of chain folding in this unique style of secondary nucleation.
Assuming secondary nucleation of a single chain at the
two-dimensional locally smooth growth front, the free energy
change based on the classical nucleation theory is

ΔF = Δfn + 𝜎(N − n)1∕2 (13.40)
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Figure 13.15 Schematic picture of molecular nucleation. Adapted from Wunderlich [89].

The free energy barrier for crystal nucleation is

ΔFc =
𝜎

2

4Δf
(13.41)

The free energy barrier for critical intramolecular nucle-
ation under a certain temperature is independent of chain
length, but not for the opposite direction for melting. There-
fore, a critical molecular length exists for the equilibrium
intramolecular melting at the growth front under each
crystallization temperature. For a polymer sample featured
with a high polydispersity of molecular weights, only the
fractions of chain lengths larger than the critical length
can be stable and thus enter the crystal during secondary
nucleation. This is the reason why molecular segregation
occurs upon lamellar crystal growth. Molecular segregation
can be observed only in polymer crystallization at very high
temperatures. Besides molecular segregation [91], many other
phenomena unique to polymer crystal growth also favor the
intramolecular nucleation model, such as cocrystallization
of long and short chains [92] as well as the interpretation of
regime transitions [93]. Under a low temperature, the critical
chain length for secondary nucleation may be much smaller
than the chain length, and several events of intramolecular
nucleation happen along the same chains [94]. If they occur in
the same lamellar crystal, loops are formed; and if they occur
in different lamellar crystals, tie molecules are formed. The
intramolecular nucleation model allows a statistical treatment
on the semicrystalline texture.

Under pressures higher than 3 kbar, Wunderlich and
Arakawa observed the extended-chain PE crystals with the
crystallinity almost 100% [95, 96]. The wedge-shaped growth
front and a thickening growth mechanism under high pres-
sures were proposed [50]. Molecular nucleation or secondary
nucleation first took place at the growth front, and later on
developed into extended-chain crystals (ECCs) by fast thick-
ening. By observing the growth process of PE folded-chain
crystal (FCC) and ECC, Hikosaka developed the growth
mechanism with chain-sliding diffusion for thickening, on the
basis of the LH theory [97, 98]. In his equation of nucleation
rate, the free energy barrier for short-range diffusion across the
interface was also considered besides the free energy barrier
of critical nucleus. The growth appears as two-dimensional,
which holds both lateral and longitudinal growth of the chain
stems. The two-dimensional nucleation growth mechanism
can be used to explain the dependence of lamella thickness on
supercooling near the triple point of high pressures [99].

The (200) growth front of PE single crystals becomes
curvature when crystallization temperatures are very high,
which could not be explained by the LH theory based on
secondary nucleation growth on smooth surface. Also, a
pair of concave (110) surfaces was observed in the twin
single crystal, which means the free energy barrier from side
surfaces may not be the main problem for the advancing of the
growth front [100]. Based on these observations, Sadler and
Gilmer (SG) proposed the row model of continuous growth
along the direction perpendicular to the growth front [101], as
illustrated in Figure 13.16.

Fold

surface

Molecular direction

in crystal

Growth faces

Growth

rate G

Addition

addition

Removal

Growth rate

Growth face

Row of

stems

Four stems
l l

Figure 13.16 Schematic pictures of the row model.Sadler and Gilmer [101]. Reprinted with permission of American Physical Society.
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Figure 13.17 Schematic picture of wedge-shaped growth front of
PE lamella.

In both LH and SG models, the growth front was supposed
to directly reach the critical thickness in the growth process,
and the thickening after growth was neglected. Keller and
coworkers [18, 102] proposed a wedge-shaped growth-front
model considering an obvious thickening in the crystal growth
process of PE, as illustrated in Figure 13.17.

In the wedge-shaped growth model, the melt may first grow
into a mesophase (hexagonal phase) in the thinnest region of
the growth front. The mesophase is stable because of the large
specific surface energy of small crystallites, which is referred
as the finite-size effect. Then the thin lamella thickens into
the stable orthogonal phase, which decides the lamellar thick-
ness. There is a triple point Q, as illustrated in Figure 13.18.
If temperature is above the triple point temperature, the melt
will grow into the orthogonal phase directly. If temperature is
below the triple point, there will be mesophase.

Keller’s model was later on expanded by Strobl [103–106]
to general polymers, in order to explain the experimental
observations of his group, as illustrated in Figure 13.19.
There is a linear relationship between the crystallization
temperatures and the inverse lamella thicknesses, which is
quite in accordance with the Gibbs–Thomson equation. There
is also a linear relationship between the melting temperatures
and the inverse lamella thicknesses. Crossover of these two
linear curves is considered to be the triple point of mesophase
transition.

Allegra [107–110] proposed statistical thermodynamic the-
ory for the mesophase of small crystallites or crystal cluster

in the metastable disordered phase before crystallization. The
cluster first grows into a stable size and then joins into the
crystal, as illustrated in Figure 13.20. The thickness of the
lamella is decided by the cluster size. Zhang and Muthuku-
mar [111] performed simulations of clusters to form single
crystals grown in dilute solutions, consistent with the exper-
imental observations. Muthukumar and coworkers [112, 113]
then gave a thermodynamic explanation to the lamella thick-
ness in detail. He thought the finite lamella thickness was the
result of the largest thermodynamic stability of small crystal-
lites. The crystalline chain will find the folded length related
to the minimum free energy of the whole system, though there
is a free energy barrier for the thickening of integer folding.

13.5 CRYSTAL ANNEALING

Crystal growth of polymers at the growth front often brings
a lot of defects besides the limited folding length. Annealing
relaxes the inner stress and removes defects to make the
crystal more stable. Crystal thickening of lamellar crystals
happens as well for more stable crystals. If the annealing
temperature is very high, even higher than the melting point
of metastable crystals, crystals may melt and recrystallize
into a more stable state unless the temperature is close to
the equilibrium melting point of infinitely large crystals.
Therefore, there are two mechanisms of lamellar thickening:
one is solid-chain sliding-diffusion mechanism and the other
is melting-recrystallizaiton mechanism.

Peterlin [114] proposed an activation energy barrier for slid-
ing diffusion of folded chains in monolayer crystals, to explain
why the folded length of polymer chains increases linearly
with the logarithm of time. The sliding-diffusion mechanism
was then developed into a more general theory by Sanchez and
his collaborators [115, 116]. Dreyfus and Keller proposed the
fold-dislocation thickening model, in which the lamellar thick-
ness can be doubly increased, as schematically demonstrated
in Figure 13.21.

The phenomenon that lamella thickness increases with
the logarithmic time has been observed in many experiments
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Figure 13.18 Schematic picture showing temperature against reciprocal size of polyethylene. Subscripts refer to phases (o, orthorhombic;
h, hexagonal) or phase transition (tr, transition from hexagonal phase to orthorhombic phase) of polyethylene. Keller et al. [102]. Reproduced
with permission of The Royal Society.
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Figure 13.19 Schematic picture of mesophase at the growth front in lamella. Strobl [106]. Reproduced with permission of Springer.

L
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Figure 13.20 Schematic picture of equilibrium-sized cluster growth model. Allegra and Meille [110]. Reproduced with permission of AIP
Publishing LLC.
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B C

Figure 13.21 Schematic illustration of the fold-dislocation thicken-
ing model [117]. (a)–(e) shows the thickening process of folded chain
in a lamellar crystal. The space generated in this process should be
filled by other stems (b′) or be discharged by merging of stems (b′′).

[77, 118]. The logarithmic-time dependence of crystal thick-
ness can be deduced by assuming a frictional barrier (ΔEs) for
chain-sliding diffusion proportional to the lamella thickness
(l); thus, the thickening rate of monolayer lamellar crystal
under a certain temperature is

dl
dt

∝ be−al∕kbT (13.42)

Equation 13.42 can be solved by

l = c ln t + d (13.43)

In the above equations, a, b, c, and d are the propor-
tional coefficients. This continuous thickening of mobile

high-molecular-weight polymers was observed as well by
Monte Carlo simulations [119].

The melting-recrystallization mechanism was first
reviewed by Fisher [120] and then introduced by Wun-
derlich [50] in his famous book. This mechanism was
confirmed by several experimental phenomena, such as
decrease-then-increase of crystallinity in the annealing
process [121]. Also, when PE single crystal is annealed at a
temperature higher than 130 ∘C, an extra peak occurs in its
DSC melting curve and the peak area decreases with longer
annealing time. This observation means the thinner lamellae
melted and meanwhile the thicker lamellae generated.

13.6 SUMMARY

We summarized current thermodynamics and kinetics under-
standing of polymer crystallization. There are still many
controversial arguments, in particular, on the kinetics of poly-
mer crystallization. We first introduced basic thermodynamic
concepts, including the melting point, the phase diagrams of
polymer solutions, the metastable crystal structures, and the
mesophase. Those molecular factors governing the melting
points were discussed. We then introduced crystal nucleation
and crystal growth. The classical nucleation theory as well
as recently developed intramolecular nucleation model can
be regarded as an updated version of secondary-nucleation
models beyond the LH model. Some other models based on
nonnucleation ideas were also introduced. We also introduced
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crystal annealing and its kinetics for crystal thickening via
chain-sliding diffusion. We hope that our survey can stimulate
further fundamental research on polymer crystallization,
to gain a better understanding of the complicated crystal
morphologies.
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14.1 INTRODUCTION

Since Parkes patented the first polymer blend in 1846,
numerous synthetic polymer blends with novel properties
were commercialized. On the other hand, macroscopic phase
separation between incompatible homopolymers due to low
entropy of mixing emerged as a major hurdle in further
development. Later on, block copolymers were used as
macromolecular surfactants in compatibilizing homopoly-
mers, which led to creation of materials with improved
properties [1]. Further, nanostructured polymers were pro-
duced using block copolymers in higher concentration by
exploiting their microphase separation of incompatible
blocks. The bulk properties like thermal and mechanical
properties of polymers hinge on the structural parameters and
supramolecular organization of constituent block copolymers
[2]. Hence it is necessary to control the self-organization,
morphology, and phase behavior of block copolymers to
obtain the desired property.

Self-assembly and morphology of block copolymers
depend on their architecture and composition [3]. Several
equilibrium phases like lamellae, gyroid, hexagonal-packed
cylinders, and body-centered cubic phases were observed
in melts. In thin films, microphase separation resulted in
formation of lamellae, stripes, and circular domains. Various
types of micellar structures and arrangements were seen in
dilute solutions [4]. These phase behaviors were dictated by
Flory–Huggins interaction parameter (𝜒), copolymer degree
of polymerization (N), and composition (f) in melts and thin
films. In addition to these parameters, amphiphilicity was the
most important property of block copolymers enabling them
to self-assemble into various structures in dilute solutions [3].

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

In all these instances, morphology change was achieved
through synthesizing new monomers and polymers. Develop-
ment and commercialization of new polymers require higher
capital in terms of research and development and scale-up
procedures. Polymer blending offers an alternate way of devel-
oping new materials with novel properties through mixing two
or more homopolymers or block copolymers. The miscibility
between corresponding blocks in a multicomponent block
copolymer system is important to ensure production of
miscible blends. Component miscibility in multicomponent
systems was brought via adding a block-selective second com-
ponent. For example, incorporation of parent homopolymer A
into AB diblock copolymer can result in a binary blend. Here,
the final property of blend relies on the interplay between
macrophase and microphase separation of the blend compo-
nents. Morphology and phase behavior of block copolymer
multicomponent systems containing single block-selective
polymers has been reviewed in depth by Spontak et al. [5].

In addition to conventional blending through noninter-
acting components, block copolymer systems with specific
interactions have received attention in recent years [6].
Noncovalent interactions such as ionic bonding interaction,
hydrogen bonding interaction, and metal complexation were
exploited to increase compatibility between blend components
and modulate morphology in bulk, as well as in solution. The
traditional covalent bond building chemistry was replaced
with noncovalent interactions to exploit its dynamic nature
in building macromolecules [7]. Control of supramolecular
ordering in block copolymer blends was envisaged through
judicious selection of functional polymers that can interact via
noncovalent bonds. Self-assembly and morphology of bock
copolymer blends interacting via electrostatic interaction,
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hydrogen bonding interaction and metal–ligand coordination
bonds are discussed in this chapter.

Selective miscibility among blend components is essential
for tuning the morphology that dictates end property of blends.
Hence, miscibility is brought through choosing block copoly-
mers that contain complementary functional groups that can
interact via noncovalent interactions. These blending strate-
gies are applied both in solid and solution state to develop
functional materials with tuneable properties [8, 9].

14.2 BLOCK COPOLYMER SYSTEMS WITH
HYDROGEN BONDING INTERACTION
IN SOLID STATE

14.2.1 Diblock Copolymer/Homopolymer Systems

Self-assembly tuning coupled with improving material prop-
erty was the key issue addressed in polymer blending studies
via hydrogen bonding interaction. Although the blends of
block copolymer with parent homopolymers provide tai-
lored nanostructures, block copolymer/homopolymer blends
through specific interactions between the components show
more complex morphologies [10–13]. Zhao et al. [14] first
studied the blends of polystyrene-b-poly(4-hydroxystyrene)
(PS-b-PHOST) diblock copolymer with hydrogen bond
accepting homopolymers poly(ethylene oxide) (PEO),
poly(4-vinyl pyridine) (P4VP), and poly(n-butyl acrylate)
(PnBA) and identified composition-dependant microphase
separation. They also reported that homopolymer molec-
ular weight effect is not important if there is sufficient
interaction with the block copolymer for morphology
development. In conventional polymer blending with no
specific interaction within components, miscibility depends
on the molecular weight of the homopolymer and corre-
sponding block(s) of the block copolymer [15]. While in
hydrogen-bonded polymer blends, miscibility is mediated
through the hydrogen-bonding strength between the inter-
acting functional groups. Painter–Coleman [16] association
model (PCAM) was used to determine the interassociation
equilibrium constant (KA) of hydrogen-bonded systems. A
typical interaction scheme can be depicted as follows,

A + B
KA−−−−⇀↽−−−−AB A + A

KB−−−−⇀↽−−−−AA

where A and B denote the components that interact through
hydrogen bonds. KA and KB are equilibrium constants of
self-associating and interassociating components, respec-
tively. An interplay between KA, KB and solvent medium
decides the complex formation via hydrogen bonding [17].
Block copolymers with poly(2-vinyl pyridine) (P2VP) and
P4VP blocks containing basic nitrogen that is capable of
forming strong hydrogen bonds with carboxylic acid and
phenolics have been investigated in recent years to discover
new morphologies and properties [18–22]. Chen et al.
[23] studied the effect of hydrogen-bonding strength on

phase behavior of various block copolymer/homopolymer
blends. Homopolymers P4VP, poly(methyl methacrylate)
(PMMA), and poly(4-vinylphenol) (PVPh) show different
hydrogen-bonding strength with PVPh block of the block
copolymer PVPh-b-PS. The ratio of interassociation equi-
librium constant (KA) over self-association equilibrium
constant (KB) in hydrogen-bonded groups was used as a guide
to estimate the hydrogen-bonding strength and respective
phase behavior of blends. Order–order phase transition was
observed in PVPh-b-PS/P4VP system, as observed in pure
block copolymers, while order–disorder phase transition
was witnessed in systems involving PMMA and PVPh
homopolymers due to weak hydrogen-bonding interaction.
The schematic representation is shown in Figure 14.1.

As evidence of strong hydrogen bonds KA/KB ≈ 9, higher
miscibility between PVPh and P4VP was observed. In
contrast, KA/KB ≈ 0.6 observed for blends involving PVPh
and PMMA blocks showing weak interaction. Polymer
blend miscibility without macrophase separation over a wide
composition range was evidenced through strong hydrogen
bonding between blend components. Dobrosielska et al.
[24], for instance, have demonstrated that they could induce
morphological transition in binary blends of PS-b-P2VP and
PHOST homopolymer even at higher volume fractions of
homopolymer. Macrophase separation was not observed in
blends with homopolymer/P2VP ratio 4.1, while volume
fraction of styrene was 𝜙s = 0.28. Figure 14.2 shows various
morphologies of PS-b-P2VP/PHOST blends. They also
reported that highly miscible blends can be produced with
homopolymers having molecular weight higher than the cor-
responding block of the block copolymer that forms hydrogen
bonding. Nanophase-separated structures were reported for
PS-b-P2VP/PHOST blend systems having extremely high
homopolymer/P2VP ratio 28, with 𝜙s = 0.11 [17].

Higher miscibility among block copolymer/homopolymer
blends through hydrogen bonding makes the blend behave
as a neat block copolymer that exhibits microphase sepa-
ration into a variety of ordered morphologies [25]. Strong
hydrogen bonding between PEO and poly(acrylic acid)
(PAA) was exploited to tune lattice spacing and orien-
tation of microdomains in thin films of PS-b-PEO/PAA
system. PEO forms cylindrical microdomains in PS matrix,
whereas homopolymer PAA is localized in the center of
PEO microdomains. Morphology transition from cylindrical
structures to lamellar morphology was evidenced from atomic
force microscope (AFM) analysis shown in Figure 14.3 with
an increase in the PAA content [26].

Long-range-ordered microphase separation was observed
in block copolymer/homopolymer blends only if there
was strong repulsion within block copolymer blocks and
selective attraction with homopolymer. For example, in
poly(𝜀-caprolactone-b-P4VP (PCL-b-P4VP)/PVPh blend,
PVPh has attraction for both PCL and P4VP blocks, hence
long-range ordering was absent. But after incorporating PS
block, PCL-b-P4VP/PVPh-b-PS blends showed sharp and
multiple peaks in SAXS analysis, indicating long-range
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Figure 14.1 Schematic representation with TEM images of PVPh-b-PS/P4VP blend system showing phase transition from lamellar, gyroid,
and hexagonally packed cylinder to body-centered cubic structures with increase in P4VP volume fractions. Undulated and distorted lamellar
structures observed in PVPh-b-PS/PMMA blends due to weak hydrogen bonding between PMMA and PVPh. Chen et al. [23]. Reproduced
with permission of American Chemical Society.
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Figure 14.2 TEM images of PS-b-P2VP (SP)/poly(4-hydroxystyrene) (H) blends with different block copolymer/homopolymer ratios.
Homopolymer H with three different molecular weights 8k, 14k, and 52k (H8, H14, H52) were blended with block copolymer SP (82k).
Microphase-separated morphologies such as spheres, lamellae, and cylinders were observed as the amount of homopolymer increased.
Dobrosielska et al. [24]. Reproduced with permission of American Chemical Society.

microphase separation [27]. Block copolymers that have
attractive interaction within their bocks leads to homoge-
neous phase in bulk. Microphase separation was induced in
these types of block copolymers by adding homopolymers
having selective interaction with the block copolymer. But
microphase separation was observed only in a narrow window
of homopolymer weight fraction. For instance, blends of
PEO-b-poly(N-vinylcarbazole) (PEO-b-PVK) and PAA show

microphase separation only between 40 and 70 wt% of PAA.
With sufficient homopolymer concentration, morphology
transformation was observed, although long-range ordering
was absent [28].

In contrast to selective interaction of homopolymer “C”
with one of the blocks A or B of the immiscible block
copolymer “A-b-B” discussed earlier, homopolymers simul-
taneously interacting with both blocks A and B of the
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Figure 14.3 Atomic force microscopic (AFM) image showing morphology transition in thin films of mixtures of PS19-b-PEO6.4 with different
weight fractions of PAA5.3 (left column) and PAA20 (right column). Lefèvre et al. [26]. Reproduced with permission of American Chemical
Society.

block copolymer tend to phase separate into a variety of
morphologies due to the imbalance in intermolecular inter-
actions. For instance, Hameed et al. [29] studied microphase
separation induced by competitive hydrogen bonding in
A-b-B/C diblock copolymer/homopolymer complexes, where
A-b-B diblock copolymer is immiscible and homopolymer
C can interact with both A and B blocks unequally through
hydrogen bonding. Morphology transformation was studied

in PVPh/P2VP-b-PMMA complexes as a function of different
composition, and phase relationship was predicted, as shown
in Scheme 14.1. The P2VP-b-PMMA bock copolymer shows
spherical micelles, wormlike micelles, and hierarchical
nanostructures at 10–20 wt%, 30–60 wt%, and 80 wt% of
PVPh concentrations, as shown in Figure 14.4. At higher
concentrations of PVPh, near-homogeneous morphology
was observed due to PVPh hydrogen bonding with both
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Scheme 14.1 Schematic representation of A-b-B/C diblock copolymer/homopolymer system show-
ing microphase separation and homogeneous phase formation mediated by competitive hydrogen
bonding, where “𝜒” represents repulsive interaction and “𝜉” represents attractive interaction. Hameed
et al. [29]. Reproduced with permission of AIP Publishing.

PMMA and P2VP blocks. The morphologies were further
investigated using small-angle X-ray scattering (SAXS)
technique. Well-defined scattering peaks were seen in SAXS
profiles as an evidence of microphase-separated morphology
in PVPh/P2VP-b-PMMA complexes. SAXS profiles are
included in Figure 14.4. The average distance between the
neighboring microdomains was found to increase in the order
23.2, 27.4, 31, and 35.9 for 20, 40, 60, and 80 wt%. From the
SAXS profile, it was concluded that ordered nanostructures
exist only below 40 wt% PVPh content.

In the same vein, nanostructure formation and mor-
phology transformation depending on relative strength
of hydrogen bonding interaction between each block of
block copolymer PEO-b-PCL with homopolymer PVPh
was investigated by Salim et al. [30]. The plain block
copolymer shows an ordered cubic structure with spherical
PEO domains arranged in cubic lattices. After addition of
20, 40, and 60 wt % of PVPh homopolymer, the morphol-
ogy of block copolymer changed to hexagonal cylinder,
disordered bicontinuous, and near-homogeneous phases.
Schematic representation of phase separation along with
transmission electron microscopy (TEM) images are

shown in Figure 14.5. Furthermore, microphase separation
through competitive interactions in A-b-B/C blend sys-
tems, PVPh-b-PMMA/poly(vinylpyrrolidone) (PVP)[31],
PMMA-b-PVP/PVPh [32] and PCL-b-P4VP/PVPh [33] were
also reported. All these studies show morphology transfor-
mation as a function of varying homopolymer concentration.
For higher homopolymer concentrations, absence of sharp
and multiple peaks in SAXS was observed, indicating the
absence of long-range ordering due to multiple interactions
in the blends. This analogy applies to all block copoly-
mer/homopolymer systems involving competitive hydrogen
bonding. It is further evidenced via formation of homogeneous
phases at higher homopolymer concentrations.

Hameed and Guo [34] studied competitive hydrogen
bonding in PCL-b-P2VP (A-b-B diblock copolymer) with
poly(hydroxyether of bisphenol A) (C homopolymer), where
both bocks are miscible with poly(hydroxyether of bisphenol
A) (phenoxy). The value of 𝜒AB is positive, that is, A and B
blocks are immiscible and 𝜒AC and 𝜒BC are negative. But 𝜒BC
is more negative than 𝜒AC, because the P2VP block forms
strong hydrogen bonding with the phenoxy bock than the PCL
block. This disparity in hydrogen bonding leads to formation
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Figure 14.4 TEM images at different weight ratios (a) 100/0, (b) 80/20, (c) 60/40, (e) 20/80, and (f) 10/90 of P2VP-b-PMMA/PVPh com-
plexes. (g) SAXS profiles of P2VP-b-PMMA/PVPh complexes at different weight ratios. Hameed et al. [29]. Reproduced with permission of
AIP Publishing.

of a variety of composition-dependant self-assembly. Compet-
itive hydrogen bonding and self-assembly in P2VP-b-PMMA/
phenoxy blends was investigated by Salim et al. [20].
Imbalance in the intermolecular interaction and repulsion
between both blocks of block copolymer lead to composition-
dependant morphology transformation. With increasing
phenoxy concentration in block copolymer system, spherical
micelles observed initially were transformed into wormlike
micelles and finally to a homogeneous morphology. Blending
of block copolymer polyisoprene-b-poly(2-vinyl pyridine)
(PI-b-P2VP) with novolac resin was reported by Kosonen
et al. [35]. Hydrogen-bonding interaction between pyridine
groups of P2VP and hydroxyl groups of novolac resulted in a
miscible phase. As the weight fraction of PI decreased from
0.4, 0.3, to 0.05, morphology transformation was observed
from lamellar, cylindrical, to spherical structures, respectively.
These morphologies were preserved even after blends cured at
higher temperatures. A number of similar studies pertaining to
nanostructuration of synthetic resins using block copolymers
have been extensively discussed elsewhere [36–38].

14.2.2 Diblock/Triblock Copolymer Systems

Blends involving multiple blocks produce a variety of
morphology depending on the compatibility between the
blocks. Blending A-b-B block copolymer with A-b-C block
copolymer, where B and C have favorable interaction will

produce a biphasic system. Compared to synthesizing a
pristine diblock copolymer to achieve a tailored nanos-
tructure, morphology can be controlled easily by simple
mixing of A-b-B and A-b-C block copolymers. Highly
asymmetric lamellar patterns were produced in this study
from mixing PS-b-P2VP with PS-b-PHOST, where PHOST
and P2VP formed single-phase lamellae of width 7 nm
and PS lamellae of 28 nm [39, 40]. A triphasic system
can be produced through mixing A-b-B and C-b-D block
copolymers, where B and D has favorable interaction. For
instance, Asari et al. [41] studied blends of PI-b-P2VP (IP)
and PS-b-PHOST (SH) that self-assembled into complex
three-phase microphase-separated structures. An IP/SH
system with symmetric diblocks and another IP/SH system
with asymmetric diblocks were mixed at 50/50 weight ratio,
where hydrogen-bonded P and H blocks formed lamellar in
the former, as shown in Figure 14.6, and isolated cylinders
in the latter, as shown in Figure 14.7. Construction of highly
ordered complex structures were demonstrated by simply
combining two block copolymers that can interact through
selective hydrogen bonding.

As mentioned in the previous section, strong hydrogen
bonding within a small fraction of blending components can
avoid macrophase separation. In the same vein, Dobrosielska
et al. have proved, nanophase separation can be achieved
even though the interacting components between two block
copolymers are less than a mere 4%. Hierarchical three-phase
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PVPh

(a)

(b)

(c)

PEO PCL

Figure 14.5 The schematic representation and TEM images of PEO-b-PCL/PVPh blends showing different morphologies in (a) pristine
block copolymer, (b) 20 wt%, and (c) 40 wt% of PVPh concentration. Salim et al. [30]. Reproduced with permission of American Chemical
Society.

lamellar structures were observed in blends of two asym-
metrical block copolymers PS-b-PHOST and PI-b-P2VP
having short (0.04 mol fraction) PHOST and P2VP blocks,
respectively [42].

Asari et al. have also studied blends of same-block
copolymer PS-b-PHOST with a triblock copolymer P2VP-
b-PI-b-P2VP. New self-assembled mesoscopic Archimedean

tiling patterns were identified as a result of strong hydro-
gen bonding between P2VP and PHOST blocks. These
highly ordered hierarchical 2D nanostructures were reg-
ulated by the bridged conformation of the PI block in
the triblock copolymer [43]. Furthermore, partially mod-
ified polystyrene-b-poly(1,2-butadiene)-b-poly(tert-butyl
methacrylate) (SBT) triblock copolymer blended with
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(a)

(b)

(c)

50 nm

I S

P + H

Figure 14.6 (a) TEM image of IP/SH 50/50 blend with symmetric diblock copolymer; inset shows the fast Fourier transform pattern for the
whole TEM image. (b) Schematic illustration of microdomain arrangement for corresponding TEM image. (c) Enlarged domain assembly and
possible molecular arrangements in this blend. Asari et al. [41]. Reproduced with permission of American Chemical Society.

(a)

(b)

(c)

200 nm

S

I

P + H

Figure 14.7 (a) TEM image of IP/SH 50/50 blend with asymmetric diblock copolymer; inset shows the fast Fourier transform pattern for
whole TEM image. (b) Schematic illustration of microdomain arrangement for corresponding TEM image. (c) Enlarged domain assembly and
possible molecular arrangements in this blend. Asari et al. [41]. Reproduced with permission of American Chemical Society.
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(a)

300 nm

(c)

200 nm

B

(b)

V, T/A S

(d)

B

V, T/AS

Figure 14.8 (a) and (b) TEM image and schematic representation of SB(T88/A12)/S45V55 blends showing curved lamellae within lamellar
structure. (c) and (d) TEM image and schematic representation of SB(T82/A18)/S45V55 blends showing hexagonally packed cylinders within
curved lamellar structure. Jiang et al. [44]. Reproduced with permission of American Chemical Society.

With hydrogen bonding Without hydrogen bonding

D0

D
Macrophase 

A-g-B

A-b-C

Separation

Figure 14.9 Schematic representation of microphase and macrophase separation in block copolymer/graft copolymer blends due to hydrogen
bonding. Chen and Lo [3]. Reproduced with permission of the Royal Society of Chemistry.

PS-b-P2VP (SV) produced novel morphologies depending on
the degree of saponification of poly(tert-butyl methacrylate)
block, as reported by Jiang et al. [44]. Poly(methacrylic acid)
(A) obtained as the result of saponification acts as proton
donor to form hydrogen bonding with P2VP block of the
diblock copolymer. Figure 14.8 shows various morphologies
obtained from SB(T/A)/SV complex system.

The importance of hydrogen bonding in compati-
blization of polymer blends was shown in blends of
poly(styrene-graft-acrylic acid) (PS-g-PAA) with other
polystyrene-based block copolymers [3]. Microphase
separation accompanied by morphology tuning was observed
in the blends where hydrogen bonding existed between blend
components. As shown in Figure 14.9, graft copolymer can be
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positioned at the domain interface, which helps in tuning the
morphology, whereas absence of hydrogen bonding between
the graft copolymer and the block copolymer resulted in
macrophase separation.

14.3 BLOCK COPOLYMER SYSTEMS WITH
HYDROGEN-BONDING INTERACTION IN
SOLUTION

14.3.1 Single-Component Block Copolymer Systems

Asymmetric diblock copolymers with two blocks interacting
through interchain or intrachain hydrogen bonds can lead
to micellar self-assembly. For instance, Štěpánek et al. [45]
demonstrated spherical nanoparticles of PHOS-b-PEO in
aqueous solution and water/THF mixtures, as shown in
Figure 14.10. The interchain hydrogen bonding between
hydroxyl groups of PHOS and oxygen atoms of PEO led
to formation of spherical nanoparticles. Furthermore, these
nanoparticles were electrostatically stabilized by a fraction of
ionized PHOS units on the surface. Similarly, in block copoly-
mers containing polyacid block, micelles were stabilized by
dissociated acid components on the surface. pH-sensitive
micelles were prepared through interchain hydrogen bonding
in poly(methacrylic acid-b-PEO) (PMAA-b-PEO) block
copolymer in aqueous system. In these complexes, hydrogen
bonding was stabilized till a certain degree of dissocia-
tion of the acid component, above which no complexation
was observed [46]. Holappa et al. [47] investigated the
self-complexation mechanism in a similar PEO-b-PMAA
system as discussed previously. As complexes are formed
via interchain hydrogen bonding between PMAA and PEO
blocks, the different degrees of ionization of carboxylic acid
groups determine the nature of the complexes. At pH lower
than 4.5, spherical micelles were observed due to strong
intermolecular hydrogen bonding. The PMMA/PEO complex
forms the micellar core surrounded by free PMMA chains
to form corona. At pH between 4.5 and 5.5, contracted free

polymer chains were observed due to intramolecular hydrogen
bonding. Due to complete ionization of PMMA above pH 5.5,
completely dissociated polymer chains were observed.

Micellar self-assembly of a single-component ABC
triblock copolymer system was reported by Cai et al. [48]
in aqueous system. The triblock copolymer poly(ethylene
oxide-b-diethylamino ethyl methacrylate-b-succinyloxyethyl
methacrylate) (PEO-b-PDEA-b-PSEMA) forms three differ-
ent micellar aggregates in aqueous solution as a function of
pH. The driving forces for the formation of micelles were
hydrogen bonding, interpolyelectrolyte complexation, and
hydrophobic interactions. At low pH, hydrogen bonding
between PEO/PSEMA forms a complex core with cationic
PDEA corona. At intermediate pH, partial ionization of
PSEMA and PDEA leads to formation of a complex core
via electrostatic interaction with PEO corona. At relatively
higher pH, PDEA forms an insoluble core with anionic
EO/PSEMA corona. In single-component micellar systems,
morphology transformation can be achieved via changing
pH, solvent, ionic strength, and temperature. Kyeremateng
et al. [49] investigated self-assembly of a triblock copolymer
incorporating poly(glycerol monomethacrylate) (PGMA),
poly(propylene oxide) (PPO), and perfluoroalkyl (PF) blocks.
Large cigar-shaped supramolecular aggregates were observed
due to combination of hydrogen bonding between PGMA
blocks and the hydrophobic effect.

Low-molecular-weight cross-linkers were also used
in single-component systems to construct micelles with a
cross-linked core surrounded by soluble corona. This approach
was used to construct PS-b-P4VP micelles with a P4VP core
cross-linked using bisphenol A. Strong hydrogen bonding
between pyridine and phenolic groups led to formation of
micelles in a nonselective solvent [19]. In another study, Chen
et al. [18] used octyl gallate (OG) to modulate self-assembly
of PS-b-P4VP block copolymer in different solvents. A series
of morphological transition from spheres, pearl-necklace-like
rods, wormlike rods, vesicles, to core–shell–corona aggregates
were observed for molar ratios of OG to 4VP ranging from

(a) (b)

800 nm 200 nm

Figure 14.10 (a) and (b) TEM and Cryo-FESEM (cryogenic field-emission scanning electron microscopy) images of PHOS-b-PEO nanopar-
ticles, respectively. The inset in (a) shows a detailed view of the nanoparticle. Štěpánek et al. [45]. Reproduced with permission of American
Chemical Society.
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(a) (b) (c)

(d) (e)

100 nm 100 nm

100 nm

250 nm

200 nm 200 nm

(f)

Figure 14.11 TEM images showing various morphologies of (a) pure PS-b-P4VP block copolymer and mixtures at (b) 1/50, (c) 1/20, (d) 1/10,
(e) 1/5, and (f) 1 molar ratios of OG to 4VP in THF solvent. Chen et al. [18]. Reproduced with permission of American Chemical Society.

1/50, 1/20, 1/10, 1/5, to 1, respectively. Morphological
transitions are shown in Figure 14.11.

14.3.2 Diblock Copolymer/Homopolymer Systems

Usually, micellization of block copolymers occurs in block
selective solvents, where an insoluble block forms the core
and a soluble block forms the corona. But, interpolymer
complexation through noncovalent secondary interactions
between complementary bonding sites of AB block copoly-
mers and C homopolymers can also lead to formation of
micellar aggregates in nonselective solvents. Secondary
interactions should be established between C and B blocks,
leading to aggregates stabilized by still-soluble A block of
the block copolymer. These secondary interactions alter the
solubility and conformation of polymer components to form
various self-assembled nanostructures. The solvent used
must be a nonsolvent of the C+B complex and nonselective
for copolymer and homopolymer. Generally, complexation
studies were performed in aprotic solvents to avoid compet-
itive hydrogen bonding of the proton acceptor block with
solvent. The choice of solvent plays an important role in
complex formation. For instance, PVPh/poly(N,N-dimethyl
acrylamide) (PDMA) can form interpolymer complexes in
dioxane, but no complexation was observed in DMF solvent.
This is because dioxane is a weak hydrogen bond acceptor
compared to DMF. Competition between solvent molecules
and PDMA to form hydrogen bonding with hydroxyl groups
of PVPh determines complex formation [50]. Yao et al. [51]
investigated complexation of AB-type block copolymers with
small molecular acids to form core–shell micelles. Later on,

homopolymers were used to trigger micellization of block
copolymers through hydrogen-bonding interactions. Spher-
ical core–shell micelles of PS-b-PAA with homopolymer
P4VP was reported by Zhang et al. [52]. P4VP unimers were
adsorbed into self-assembled PS-b-PAA micelles and pene-
trated inside the micellar shell. This adsorption led to folding
of PAA chains due to strong hydrogen bonding between
PAA and P4VP and led to shrinkage of micelles. A similar
phenomenon was reported by Hameed and Guo [25] in the
PCL-b-P2VP/PAA system. As the content of PAA increased
(up to 40 wt%), hydrodynamic size of micelles decreased
initially due to hydrogen bonding between P2VP and PAA
chains. Later on, above 50 wt%, PAA content micelle size
increased due to adsorption of PAA chains on the surface of
the micelles. In another study, PS-b-P4VP/PAA system was
reported to form core–shell micelles due to complexation of
P4VP and PAA blocks. Morphology transition from cylindri-
cal rodlike micelles to spherical micelles was observed as the
result of complex formation. Hydrodynamic size of micelles
were found to increase as PAA concentration increased in
the system due to selective swelling of the micellar core
[53]. These authors have also studied complexation of PVPh
and PCL-b-P2VP in THF [54]. Both the blocks of block
copolymer had favorable interaction with PVPh homopoly-
mer in this system. But P2VP block had significantly stronger
interaction with PVPh than PCL and PVPh. This disparity in
competitive interaction led to formation of a variety of nanos-
tructures depending on the concentration of PVPh. Spherical
micelles were obtained at 10 wt% PVPh, wormlike micelles
were observed at 30–60 wt% PVPh concentration, and a
homogeneous phase was observed above 80 wt% of PVPh.
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PVPh

P2VP

PCL

(a) (b) (c)

Scheme 14.2 Schematic representation of PVPh/PCL-b-P2VP complexes showing various
self-assembled nanostructures (a) spherical micelles at 10 wt% PVPh concentration (b) wormlike
micelles at 30–60 wt% PVPh, and (c) homogeneous phase at 80 wt% PVPh concentration. Hameed
et al. [54]. Reproduced with permission of American Chemical Society.

At higher concentration of PVPh, it acts as a nonselective
solvent for both the blocks of block copolymer, and hence no
phase separation was observed. The schematic representation
in Scheme 14.2 shows the morphology transformation in
PVPh/PCL-b-P2VP complexes.

Zhang et al. [55] studied comicellization of PEO-b-PAA
and P4VP in ethanol medium. Because PAA is a polyacid and
P4VP is a polybase, there exists a strong hydrogen-bonding
interaction between PAA/P4VP than PAA/PEO blocks, which
led to the formation of micellar complexes. The insoluble
PAA/P4VP complex forms a core, while the ethanol-soluble
PEO forms the corona. This system follows the same pattern
of morphology transformation as PS-b-P4VP/PAA system
[53], that is, an increase in hydrodynamic diameter of micelles
was observed with an increase in homopolymer content due
to swelling of micellar core. Liu et al. [56] prepared stable
micelles made of insoluble PMMA/poly(styrene-co-[p-(2,2,2-
trifluro-1-hydroxy-1-trifluromethyl) ethyl-𝛼-methylstyrene])
(PSOH) core and soluble PS corona. These hydrogen-bonded
complexes prepared from PS-b-PMMA/PSOH system was

100 nm 100 nm

(a) (b)

Figure 14.12 TEM images of PAA/PEO-b-PB system showing (a) unilamellar vesicles at PAA/PEO-b-PB weight ratio WA/WEB = 2.0 (b)
multivesicular vesicles at WA/WEB = 10.0. Gao et al. [57]. Reproduced with permission of American Chemical Society.

stable as long as the content of PSOH was greater than
8 mol%. Increase in micellar size and molar mass with
increase in initial polymer concentration indicates that
complexation is a diffusion-controlled process. Apart from
simple micellar self-assembly, more complex morphologies
have been reported form block copolymer/homopolymer
systems in the literature. For instance, Gao et al. [57]
reported formation of unilamellar vesicles (ULVs) and
multivesicular vesicles (MVVs) in PAA/poly(ethylene
oxide-b-butadiene) (PEO-b-PB) system in a mixed solvent
of tetrahydrofuran (THF) and n-dodecane. Figure 14.12
shows TEM images of ULVs and MVVs. Hydrogen-bonding
complexation between PAA and PEO triggers self-assembly
into various nanostructures depending on the ratio of PAA
to PEO.

In addition to vesicles, formation of hollow spheres
were reported by Kuang et al. [58] based on the interaction
between rigid homopolymer poly(amic acid) ester (PAE)
and PS-b-P2VP block copolymer in a common solvent
chloroform or THF. Due to hydrogen bonding between PAE
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P2VP PS

Common solvent

PAE Cross-linking

P2VP Cross-linking

PS-b-P2VP

HOOC COOH
PAE

Scheme 14.3 Schematic representation of formation of hollow spheres through complexation of
PS-b-P2VP block copolymer and PAE and structure stabilization via cross-linking. Kuang et al. [58].
Reproduced with permission of American Chemical Society.

and P2VP, a unique self-assembly behavior was observed. As
a common trend, the hydrodynamic radius of hollow spheres
decreased with increasing the content of the proton-donating
homopolymer. In addition, nanocages with entrapped PAE
were obtained by cross-linking PS-b-P2VP block copolymer.
Also, polyimide-based hollow spheres with a central cavity
were produced by cross-linking PAE, as shown in Scheme
14.3. The same authors reported formation of hollow spheres
in complex aggregates of PS-b-P4VP/polyimide system
[59]. Solvent cast films of PS-b-P4VP/polyimide complex
aggregates self-assembled into microporous films are shown
in Figure 14.13.

Interpolymer-complexation-induced morphology evo-
lution in selective solvents was reported by Salim et al.
[60]. Morphology transition from spheres to vesicles in
PS-b-PEO/PAA complexes was observed as a function of
different molar ratios of PAA to PEO in aqueous solution. The
complexation and morphology transformation were driven
by hydrogen bonding between the PAA homopolymer and
PEO block of the block copolymer. In order to decrease the
dissociation of carboxylic acid of PAA and in turn increase
the capability of hydrogen bonding, complexation was carried
out at lower pH (pH< 4.8) values. The charge ratio between
carboxylic groups of PAA and ether oxygen of PEO is an
important parameter that controls micelle/vesicle formation.
At lower content of PAA (acrylic acid to ethylene oxide ratio,
[AA]/[EO]= 0.2), spherical micelles were observed. Further,
increasing the acrylic acid to ethylene oxide ratio [AA]/[EO]
to 1.0, 4.0, and 8.0, vesicles, compound vesicles, and large
compound vesicles were observed. Figure 14.14 shows
morphology transition in PS-b-PEO/PAA complex system.

As alluded earlier, polyelectrolyte complexes formed
through hydrogen bonding are sensitive to pH, ionic strength,
temperature, and nature of solvent used. Morphology trans-
formation was achieved as a function of changing pH. Lefevre
et al. [61, 62] investigated the self-assembly of PS-b-P4VP
block copolymer and PAA homopolymer complexes in
organic solvents. Complexation occurs via hydrogen bonding
between PAA and P4VP blocks. The insoluble complex
aggregates of PAA/P4VP form a core with soluble PS chains
as corona in DMF. Because hydrogen bonding is sensitive to

the pH of the medium, reorganization of these micelles were
observed in acidic and basic medium. Reorganization was
induced by breaking of hydrogen bonds between PAA and
P4VP through protonation of P4VP or ionization of car-
boxylic acid groups of PAA, leading to formation of inverted
micelles with PS core and P4VP corona in aqueous medium,
as shown in Scheme 14.4. A pH-controlled reversible micellar
system was developed by Lee et al. [63] through hydrogen
bonding between poly(𝜀-caprolactone-b-methacrylic acid)
(PCL-b-PMAA) and PEO. Below pH 3.9, protonation of
PMAA helps complex formation through hydrogen bonding
between PEO and PMAA. The individual micelles observed
at pH 7.4 were transformed into long-range interconnected
micelles due to hydrogen bonding between PEO and PMAA
at pH 3.9. Matejicek et al. [64] demonstrated complexation of
core–shell micellar system in mixed selective solvents. Inter-
connected block copolymer micelles of PS-b-PMAA were
prepared through hydrogen bonding between PMAA shell of
the micelles and poly(2-vinylpyridine) (P2VP) homopolymer.
Staikos at al. [65] studied hydrogen-bonded interpolymer com-
plexation between homopolymer PAA and poly(N,N-dimethyl
acrylamide) (PDMAM) side chains of graft copolymer
poly(acrylic acid-b-2-acrylamido-2-methyl-1-propane sul-
fonic acid)-graft-poly(N,N-dimethyl acrylamide) (PAA-b-
AMPSA)-g-PDMAM) in aqueous solution. At lower pH
(pH< 3.75), negatively charged colloidal particles were
observed with hydrogen-bonded PAA/PDMAM core
surrounded by hydrophilic PAA-b-AMPSA chains.

14.3.3 Diblock/Diblock Copolymer Systems

Compared to diblock/homopolymer complexes, more com-
plex morphologies are expected in diblock/diblock complexes
due to multiple factors involved in controlling self-assembly
of these systems. The two possible systems in diblock/diblock
mixture may be one containing a homogeneous corona
by mixing AB and AC type copolymers (forms B+C
hydrogen-bonded complex core) and another having a het-
erogeneous corona by mixing AB and CD type copolymers
(forms A+C hydrogen-bonded complex core). Depending
on the nature of interaction between the blocks and their
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500 nm

(a) (b)

Figure 14.13 TEM image of hollow spheres of PS-b-P4VP/PI complex aggregates (a) and SEM image of microporous structures observed
in solvent cast film of hollow sphere solution (b). Duan et al. [59]. Reproduced with permission of American Chemical Society.

(a) (b)

(c) (d)

(e) (f)

Figure 14.14 Cryo-TEM images of (a) plain PS-b-PEO block copolymer showing spherical micelles and PS-b-PEO/PAA complex with
various [AA]/[EO] ratios of (b) 0.2 shows polydisperse spherical micelles, (c) 0.6 shows both spherical micelles and vesicles, (d) 1.0 shows
vesicles, (e) 4.0 shows compound vesicles, and (f) 8.0 shows large compound vesicles. Salim et al. [60]. Reproduced with permission of John
Wiley and Sons.
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Scheme 14.4 Schematic illustration of micellar reorganization due to addition of acidic or basic
water . Lefèvre et al. [61]. Reproduced with permission of American Chemical Society.

solubility, core/shell micelles [62, 63, 66], core/shell/corona
micelles [57, 67], compartmentalized core [68, 69] or corona
[63, 66] micelles, vesicles [70], and multilamellar vesicles
(MLVs) [71] were reported. Furthermore, reverse micelles
were also reported if the hydrogen-bonded complex forms the
corona and the insoluble block forms the core.

Mixed micellar clusters were reported from a mixture
of PS-b-PEO and PS-b-PAA block copolymers in toluene.
Hydrogen-bonding complexation between PEO and PAA
blocks in core and repulsion between coronal PS blocks as
a function of molar ratio of PEO to PAA manipulate the
structural evolution [72]. The same system was studied by
Salim and Guo [71] and they identified a wealth of morpholo-
gies in selective solvent. In contrast to the previous study,
hydrogen-bonded PAA/PEO blocks form the corona and
water insoluble PS the core. A variety of bilayer aggregates,
such as vesicles, MLVs, thick-walled vesicles (TWVs),
interconnected compound vesicles (ICCVs), and irregular
aggregates were identified at various molar ratios of PEO to
PAA as shown in Figure 14.15.

Spherical micelles formed from complexation of PS-b-PAA
and PMMA-b-PEO showed time-dependant evolution into
hyperbranched structures. The interplay between segregation
in PMMA/PS corona and complexation of PEO/PAA core as
a function of molar ratio of PEO to PAA determines the struc-
tural evolution [72]. Gao et al. [73] studied hydrogen-bonding

50 nm 50 nm
50 nm

50 nm

(a) (b) (c) (d)

Figure 14.15 TEM images of PS-b-PAA/PS-b-PEO complex in water showing (a) MLVs, (b) TWVs, (c) ICCVs, and (d) irregular aggregates
at [EO]/[AA]= 1, 2, 6, and 8. Salim and Guo [71]. Reproduced with permission of American Chemical Society.

complexation in PS-b-P4VP/PS-b-PAA system. Complex
aggregates were formed due to hydrogen bonding between
P4VP and PAA blocks. Upon mixing both block copolymers
with equal mole ratio of P4VP and PAA, spherical micelles
and soluble and insoluble complexes coexisted in solution.
After spin coating the polymer mixture, fibrillar aggregates
coexisting with spherical aggregates were observed. Fibrillar
aggregates were absent in solutions studied at different
concentration and different evaporation rates. This study led
to the conclusion that solubility of complexes and kinetic
factor determine the morphology of the aggregates. Complex
micelles with tunable channels were prepared by Li et al.
[74] using two diblock copolymers, namely, poly(tert-butyl
acrylate)-b-poly(N-isopropyl acrylamide) (PtBA-b-PNIPAM)
and poly(tert-butyl acrylate)-b-poly(4-vinylpyridine) (PtBA-
b-P4VP). The hydrophobic PtBA blocks of the two polymers
associated to form core, while water-soluble P4VP and
PNIPAM blocks act as shell at low pH. By varying pH or
temperature, the size and permeability of the channels have
been regulated, which is shown in Scheme 14.5. Wormlike
aggregates were observed in another PNIPAM-based block
copolymer PNIPAM-b-P4VP on mixing with PEO-b-PAA.
Hydrogen-bonded PAA/P4VP forms a complex core and a
PEO/PNIPAM mixed shell in ethanol. The length of wormlike
aggregates was adjusted by altering the weight ratio of
PNIPAM-b-P4VP to PEO-b-PAA. The length changed from
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PtBA-b-PNIPAM

PtBA-b-P4VP

Self-assembly

In acidic water

T

pH

Scheme 14.5 Schematic representation of self-assembled complex
micelles of (PtBA-b-PNIPAM) and (PtBA-b-P4VP). Li et al. [74].
Reproduced with permission of John Wiley and Sons.

100 nm to several microns for 20–150% weight ratio change,
but the diameter remained constant at about 15 nm [75].

In block copolymer or block copolymer/homopolymer
complex systems, core/shell micelles with unicompartmen-
tal corona have been observed so far. Systems involving
complexes of two block copolymers have an opportunity
to form compartmentalized corona due to difference in
hydrogen-bonding strength between two coronal blocks.

(a) (b)

THF

complexatie
s

DMF

PS-b-PVPh

PMMA-b-P4VP

(c)

Figure 14.16 TEM images of intermolecular complexes of PS-b-PVPh and PMMA-b-P4VP block copolymers showing (a) vesicular struc-
tures in THF and (b) patched spherical structures in DMF. Schematic illustration of vesicle and patched sphere formation in different solvents
is shown in (c). Kuo et al. [76]. Reproduced with permission of John Wiley and Sons.

Kuo et al. [76] reported patched spherical structures from the
intermolecular complexes of PS-b-PVPh and PMMA-b-P4VP
block copolymers. The hydrogen-bonding strength between
PVPh and P4VP in DMF solvent was weak, compared
to those in THF, and led to patched spherical structures.
Strong intermolecular hydrogen bonding in THF resulted
in vesicle formation, which is shown in Figure 14.16. The
difference in hydrogen-bonding strength in different solvent
has been exploited to modulate the morphology. The same
group reported preparation of well-defined micelles through
complexation of block copolymer and a random block copoly-
mer in a single nonselective solvent. The block copolymer
PMMA-b-P4VP mixed with random copolymer PS-r-PVPh
at various ratios of P4VP to PVPh and morphology transition
was studied in two different solvents THF and DMF. It was
concluded that the strength of hydrogen bonding between
P4VP/PVPh and PVPh/PMMA complexes in different sol-
vents at various block copolymer/random block copolymer
compositions affect the self-assembly behavior [77].

Core–shell–corona or onion-like micelles were reported
by Zhang et al. [78]. Spherical core–shell micelles were first
prepared from the amphiphilic block copolymer PS-b-PAA in
ethanol. Further addition of PEO-b-P4VP block copolymer
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Scheme 14.6 Schematic illustration of micelle formation, complexation, and temperature response
in PS-b-PAA/P4VP-b-PNIPAM complex system. Xiong et al. [79]. Reproduced with permission of
Elsevier.

into the micellar solution resulted in penetration of P4VP
blocks into previously formed PAA shell due to hydrogen
bonding between P4VP and PAA. A three-layered spherical
core–shell–corona complex composed of PS core, PAA/P4VP
shell, and PEO corona was formed. These types of micelles
belong to inverse micelles, where insoluble block forms
core with interpolymer complex shell. A similar study by
Xiong et al. [79] led to synthesis of a temperature-sensitive
multilayered micelle made up of PS-b-PAA/P4VP-b-PNIPAM
complexes in acidic aqueous solution. The insoluble PS block
forms the core, P4VP/PAA complex forms the shell, and
PNIPAM forms the corona. As P4VP block length was much
greater than PAA block, at higher temperatures, excessive
P4VP blocks extend into acidic water after PNIPAM collapsed
onto PAA/P4VP shell to form corona reversed micelles, which
is illustrated in Scheme 14.6.

14.3.4 Triblock Copolymer Systems

More complex morphologies were observed in complexes
involving a triblock copolymer and a homopolymer or
diblock copolymer. For instance, flowerlike morpholo-
gies were observed from self-assembled complexes of
PEO-b-P2VP-b-PEO triblock copolymer and PAA homopoly-
mer at low pH in the presence of 1 M citric acid [22].
Huang et al. [80] followed the morphology evolution and
solvent-induced crystallization process of spherical micelles
formed from PS-b-PAA/PS-b-P2VP-b-PEO blends. The
micellar core was made of hydrogen-bonded P2VP and PAA
blocks in DMF solvent. Different morphologies such as rup-
ture of film, formation of cylindrical aggregates due to PEO
chain folding, and square lamellae due to nucleation of PEO
blocks at the corners of quasi-square lamellae were observed
when the films were treated in DMF vapor for different

Figure 14.17 TEM images showing collapsed PS domains on the corona of PS-b-P2VP-b-PEO/P(PEO-MA)-b-PAA-b-P(PEO-MA) micelles.
Gohy et al. [66]. Reproduced with permission of John Wiley and Sons.

times. The unique distribution of crystallisable blocks and
phase separation between PEO and PS blocks in corona play
an important role in crystallization process. As discussed
in the previous section, patched spherical structures have
also been reported, as shown in Figure 14.17 in complexes
of PS-b-P2VP-b-PEO triblock copolymer with a tapered
triblock copolymer P(PEO-MA)-b-PAA-b-P(PEO-MA) in
DMF. Nanophase separation between corona-forming PS and
PEO blocks resulted in patched spheres on the surface of
PAA/P2VP core [66].

14.4 BLOCK COPOLYMER SYSTEMS WITH IONIC
INTERACTION

Water-soluble interpolyelectrolyte complexes (IPECs) can
be prepared by complexation of amphiphilic block copoly-
mers, which comprise a hydrophobic block and an ionic
or hydrophilic nonionic block [81, 82]. Double hydrophilic
block copolymers having an ionic block and a nonionic one
can be prepared for IPECs even in 1:1 charge-to-charge ratio
of the polymeric components in aqueous solution [81]. IPECs
normally have a core/corona structure and are often referred
to as polyion complex micelles, complex coacervate micelles,
or block ionomer complexes [83, 84].

14.4.1 Diblock Copolymer/Homopolymer Systems

Similar to core–shell structures reported in hydrogen-bonded
block copolymer/homopolymer systems, core–shell micelle
formation through electrostatic interaction were also reported.
These complexes were generally formed at equimolar ratio
of polycations and polyanions. But non-stoichiometric
mixtures can also be employed to increase the stability
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of the system. Block ionomer complexes formed between
poly(N-ethyl-4-vinylpyridinium bromide) (PEVP) homopoly-
mer and poly(ethylene oxide)-b-poly(sodium methacrylate)
(PEO-b-PMANa) block copolymer were studied by Kabanov
et al. [84] Complexation between poly(methacrylate)
anion (PMA−) and poly(N-ethyl-4-vinylpyridinium) cation
(PEVP+) leads to formation of core–shell micelles with a com-
plex core surrounded by water-soluble PEO corona. Stability
of these IPECs was found to depend on pH of the medium and
salt concentration. Complexation can be reversed by addition
of electrolytes that screen electrostatic interaction. Different
types of core–shell micelles were observed as a function of
pH and molar ratios of anionic and cationic species [85, 86].
It is proposed that the size of as-formed core–shell micelles
through electrostatic interaction can be manipulated by
varying the amount of homopolyelectrolyte available for com-
plexation and ionic concentration. Hofs et al. [87] prepared
complex coacervate core microemulsion from poly(acrylic
acid-b-acrylamide) (PAA-b-PAAm) and poly(N,N-dimethyl
aminoethyl methacrylate) (PDMAEMA). The hydrodynamic
radius of micelles was found to increase in phosphate buffer
solution, because of the weakening electrostatic interaction
between polyanions and polycations. But a general phe-
nomenon of decrease in hydrodynamic size of micelles as
a function of increasing homopolymer concentration was
observed in both hydrogen-bonded and electrostatically
formed complexes. Complexes of double hydrophilic block
copolymer (sulfamate-carboxylate) isoprene-b-ethylene
oxide with quaternized poly(2-vinylpyridine) were studied in
aqueous solution. Spherical and ellipsoid shaped core–shell
micellar structures were observed depending on the added
salt concentration and mixing ratio between components [88].
Stuart et al. [89] studied complexation of poly([dimethyl
amino]ethyl methacrylate)-b-poly(glyceryl methacrylate)
(PDMAEMA-b-PGMA) with PAA. Vesicle-like objects, as
shown in Figure 14.18, filled with micelles were observed,
which totally disappear at higher salt concentrations.

As introduced previously, onion-like or core–shell–corona
micelles were also reported in complexes formed via

Figure 14.18 Cryo-TEM micrograph of IPEC micelles formed
from PDMAEMA-b-PGMA/PAA system. Stuart et al. [89]. Repro-
duced with permission of American Chemical Society.

electrostatic interaction. Usually, homopolymers are
added to micellar solution to form IPECs. For example,
micellization of polyisobutylene-block-poly(methacrylic
acid) (PIB-b-PMAA) block copolymer with quaternized
poly(4-vinylpyridine) (P4EVP) forms a hydrophobic PIB
core surrounded by a shell of PMAA/P4EVP complex and
an ionic corona of PMAA not involved in complexation.
These micelles were “dynamic” in nature, that is, dissociation
of P4EVP chains observed at different pH or electrolyte
concentration [90, 91]. Poly(sodium styrene sulfonate)
(PSSNa) was added to micellar solutions of PS-b-P2VP,
where PSSNa/P2VP complex forms micellar corona at low
pH values [92]. The former system with a soft PIB core
and later with a rigid PS core produced dynamic micelles
responding to change in pH and ionic strength regardless of
the Tg of core-forming blocks.

In addition to polymer systems with flexible coillike poly-
mers discussed above, polymer complexes involving rigid rod-
like polymers such as polyaniline was reported recently. The
chain rigidity in conjugated polymers may provide the extra
degree of freedom to control the self-assembly. Large com-
pound vesicles were observed to form polyaniline/amphiphilic
block copolymer complexes in aqueous solution. The mor-
phology transformation was controlled via changing the
composition or polyaniline content [93]. Similarly, multimi-
cellar vesicles were observed from PMMA-b-PAA/polyaniline
complexes [94]. The electrostatic interaction between
polyaniline and polyacrylic groups of block copolymer was
responsible for morphology evolution. Interestingly, the mor-
phology transformation was observed in low concentrations
of polyaniline. Rigid polymers with inherent properties such
as hydrophobicity, chain rigidity, π–π stacking, and strong
inter/intrachain electrostatic interactions may be responsible
for the unique self-assembly behavior. Figure 14.19 shows
the schematic representation of morphology evolution in
amphiphilic block copolymer/polyaniline complexes.

14.4.2 Diblock/Triblock Copolymer Systems

Janus-type micelles were reported via electrostatic inter-
action between two double-hydrophilic block copolymers
poly(acrylic acid)-b-poly(acryl amide) (PAA-b-PAAm),
and poly(2-methylvinylpyridinium iodide)-b-poly(ethylene
oxide) (P2MVP-b-PEO). The aggregate forms disc-shaped
micelle with PAA/P2MVP complex coacervate core
and microphase-separated asymmetric corona, with
two distinct domains formed by PEO and PAAm.
Figure 14.20 shows a TEM image of Janus-type micelles
[95]. Temperature-sensitive complex coacervate micelles
were prepared using two oppositely charged block copoly-
mers poly(N-methyl-2-vinyl pyridinium iodide)-b-PEO
(P2MVP-b-PEO) and PAA-b-PNIPAAm by Voets et al.
[96] Initially, micelles with P2MVP/PAA complex core
and randomly mixed PEO/PNIPAM corona were observed.
At temperatures greater than 60 ∘C, onion-like micelles
with PNIPAM core, P2MVP/PAA complex shell, and PEO
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Figure 14.19 Schematic illustrations of morphology evolution in (a) PS-b-PAA/PS-b-PEO/PANI and (b) PMMA-b-PAA/PANI complex
aggregates in aqueous solution. [(a) Reprinted with permission from Palanisamy, A. and Q. Guo, J Phys Chem B (2014), 118, 12796-12803.
Copyright (2014) American Chemical Society.] Palanisamy and Guo [94]. Reproduced with permission of The Royal Society of Chemistry.

corona were observed. A shell cross-linked core–shell–corona
micelle was prepared by exploiting the electrostatic interac-
tion between poly(2-acrylamido-2-methylpropanesulfonate)
(PAMPS) and poly([3-acrylamidopropyl]trimethylammonium
chloride) (PAMPTMA) of two different block copolymers
PNIPAM-b-PAMPS and PEO-b-PAMPTMA. The hydropho-
bic PNIPAM block collapses into the core with IPEC complex
shell and the hydrophilic PEO chains form the corona. The
temperature-sensitive PNIPAM core provides the advantage
of changing hydrodynamic size of these micelles by varying
temperature [97].

Triblock copolymers containing oppositely charged blocks
within the block copolymer can form intramolecular IPECs
(im-IPECs). A polyampholytic polybutadiene-b-poly(1-
methyl-2-vinylpyridinium iodide)-b-PMAA (PB-b-P2VPq-b-
PMAA) triblock copolymer containing a neutral PB block,
a cationic P2VPq block, and an anionic PMAA block was
found to self-assemble into micelles with “raspberry” mor-
phology [98]. Multicompartmental micelles with PB core,
P2VPq/PMAA im-IPEC shell, and excess PMAA-forming
corona were observed. Thinner micellar corona were observed
in systems with shorter PMAA blocks, because of complete
complexation of PMAA with P2VPq. Morphologies observed

100 nm

Figure 14.20 Cryo-TEM image showing nonspherical morphology
of Janus-type micelles formed from PAA-b-PAAm/P2MVP-b-PEO
complex. Voets et al. [95]. Reproduced with permission of John Wiley
and Sons.

at different block length were shown in Figure 14.21. In
another study, PB-b-PMAA-b-poly(2-(dimethylamino)ethyl
methacrylate) (PB-b-PMAA-b-PDMAEMA) triblock copoly-
mer with cationic PDMAEMA as a terminal block and anionic
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Figure 14.21 (a) and (c) Cryo-TEM images of triblock copolymers PB800-b-P2VPq190-b-PMAA345, PB800-b-P2VPq190-b-PMAA140 and
their schematic block length depiction with proposed solution structure were shown in (b) and (d), respectively . Schacher et al. [98]. Repro-
duced with permission of American Chemical Society.

PMAA as a middle block was used. A similar morphology
was observed, as reported in the previous triblock copolymer
system. Both the systems shown change in aggregation
number with varying pH and ionic strength [99].

14.5 BLOCK COPOLYMER BLENDS VIA
METAL–LIGAND COORDINATION BONDS

Self-assembly of block copolymers manipulated by adding
another homopolymer or block copolymer that selectively
interacts via secondary interactions such as hydrogen bonding
or electrostatic interaction has been discussed in previous
sections. Selective interaction of metal salts via metal–ligand
coordination with one of the blocks of block copoly-
mer was found to been an effective method in producing
organic–inorganic hybrid materials. The block copolymers
show morphology transition with increase in metal salt con-
centration. For example, Noro et al. [100] studied morphology
transformation in PS-b-P4VP/FeCl3 blends as a function of
increasing FeCl3 metal salt concentration. Block copolymer
morphology transition from spherical, cylindrical, and alter-
nating lamellar structures was observed as the weight ratio of
FeCl3 to pyridine was increased from 0.4, 0.6, and 0.9, which
is shown in Figure 14.22. The metal salt plays role similar

to that of a homopolymer in morphology development. Even
though FeCl3 is an inorganic compound, it is mixed in P4VP
phase up to 0.9 molar equivalent of FeCl3 to pyridine units.
In the same vein, morphology transformations were observed
in P4VP-b-PCL/gold [21], P2VP-b-PI/palladium [101], and
PS-b-P4VP/cadmium [102] hybrids.

14.6 CONCLUDING REMARKS

Spontaneous self-assembly of block copolymers has provided
an opportunity to create a variety of nanostructures both in bulk
and in solution. Even though a number of synthetic techniques
yield tailored macromolecules that can self-assemble into spe-
cific morphology, block copolymer blending is comparatively
a simpler method. A step ahead, blending block copolymers
through exploiting secondary interactions between dissimilar
blending components provided flexibility in tuning morphol-
ogy of self-assembled structures. Therefore, it is necessary
to understand the effect of secondary interactions such as
hydrogen bonding, electrostatic interaction, and metal–ligand
coordination bonds on the morphology evolution of block
copolymer blends. In this chapter, self-assembly and mor-
phology of block copolymer blends both in solution and bulk
were considered for discussion. This includes morphology
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(a) (b) (c)

Figure 14.22 TEM images of PS-b-P4VP/FeCl3 blends at weight ratio (a) 0.4, (b) 0.6, and (c) 0.9 of FeCl3. Noro et al. [100]. Reproduced
with permission of American Chemical Society.

evolution in blends of diblock and triblock copolymers with
small molecules, homopolymers, and diblock copolymers.
Composition-dependant morphology evolution of bock
copolymer blends was discussed. The dynamic nature of
secondary interactions plays a significant role in developing
smart and responsive nanostructures [103]. Developing
environment-sensitive micelles for drug delivery application
is one of the active areas of research, which utilizes secondary
interactions that respond to change in pH, ionic strength,
temperature, and so on. Identifying new morphologies and
properties in block copolymer blend systems by utilizing these
noncovalent interactions are active areas of research. Complete
understanding of these noncovalent interactions may help
polymer scientist develop materials with tailored properties.
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15.1 INTRODUCTION

Block copolymers are a class of macromolecules in which
each polymer chain consists of two or more chemically
distinct blocks and the blocks are covalently linked together.
According to the connecting ways and numbers of blocks, they
are classified as linear diblock or multiblock copolymer, star
block copolymer, branching block, circle block copolymer,
and so on (Fig. 15.1). Due to the repulsive interactions among
the different blocks, the different polymeric blocks are usually
incompatible and phase separation occurs when decreasing
temperature or increasing macromolecular weight. Critically,
the phase separation on the larger scale cannot proceed due
to the covalent bond connections of different blocks and such
a class of copolymer has an ability to form rich microphase
structures such as spherical, cylinder, lamellar, and gyroid
structures by phase separation at the scale of 10–100 nm.
The patterns of ordered microphases strongly depend on
the molecular parameters of block copolymers, such as
component, interaction energies between distinct blocks, and
the architectures of block copolymers. Using different block
copolymers, variously ordered microstructures, including
body-cubic (BCC) spheres, hexagonally ordered cylinders
(HEX), lamellae (LAM), knitting pattern (KP), and the
core–shell bicontinuous gyroid phase structure, have been
discovered in experiments [1–5].

Systematic study of the segregation behaviors of block
copolymers is necessary for an in-depth understanding of
the formation of new phase structures and the transition
mechanism of various phase structures, besides being

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

valuable in guiding the potential application in the fields
of advanced materials such as nanochip and photocrystal
manufacture. It is critical to develop the effective technologies
to control the shapes and sizes of microstructures. The rich
phase structures of block copolymers also attracted attention
toward theories [6–8] and computer simulations [9–11].
Compared with experiments, computer simulations have
become powerful tools for investigating various phenomena
in complex systems, such as block copolymers. They captured
the essential features characterizing microphase ordering of
block copolymers at different levels.

In the field of macromolecular simulation, the coarse-
grained (CG) method, based on a viewpoint that the phase
behaviors of various polymers depend on a few parameters
and not sensitively on the details of molecular structures, is
often used. The general property of phase separation only
depends on the chain length and Flory interaction in the mean
field. For example, the transition point of phase separation
for the symmetric diblock copolymer is 𝜒N ≃ 10.5 [12]. A
specific polymer chain can be represented using different
CG models. For example, a polystyrene-b-polyethyleneoxide
(PS-b-PEO) chain can be represented using lattice model,
off-lattice model, or even string model (Fig. 15.2).

The CG method not only provides general models for
studying a class of block copolymers but also conducts effi-
cient algorithms for simulation. In this chapter, we overview
the theoretical and computational approaches toward the
simulations of dynamics of microphase separation of block
copolymers with the focus on the recent contributions
applying Monte Carlo (MC), dissipation particle dynamics
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AB diblock

ABC triblock

ABC miktostar "H"-type diblock (AB)n star

Hyperbranched AB diblock Cyclic AB diblock

Figure 15.1 Block copolymer architectures.

(a) (b) (c)

Figure 15.2 Three coarse-grained (CG) models to represent a
PS-b-PEO polymer chain. (a) Lattice model; (b) bead–spring model;
(c) string model.

(DPD), and dynamic polymeric self-consistent field (SCF)
methods.

15.2 POLYMER MODEL AND SIMULATION
ALGORITHM

15.2.1 Monte Carlo Method

The MC method has been extensively applied for studying the
microphase separation of block copolymers. Basically, there
are lattice model and off-lattice model in MC algorithms for
simulating the microphase separation of block copolymers.
A lattice model means that the movement of CG bead and
energy calculation in MC simulation is formulated strictly on
an underlying lattice. A squall potential is usually involved
in the energy calculation. In contrast, the off-lattice model
employs a kind of bead–spring potential to describe the
interaction between neighboring CG beads, and the move-
ment of a CG bead is decided by the interaction potential.

Generally, at molecular level, the off-lattice MC simulation
considers more detail than lattice MC simulation does, such
as bond angle, bond length, and chain flexibility. However,
the researchers pay more attention to the morphology than
to the molecular details in the field of microphase separation
of block copolymers. Furthermore, the lattice MC simu-
lation runs much faster than the off-lattice MC simulation
does. Therefore, many MC simulations employed the lat-
tice model to explore the microphase separation of block
copolymers.

There are two popular routines to realize the lattice
model in MC simulation of polymer microphase separation
(see Figure 15.3). One was first proposed by Carmesin and
Kremer [13] and after that it was improved by Deutsch and
Binder [15]. In this routine, a polymer chain is modeled as a
set of bead units and every bead occupies a cubic cell (eight
sites) in lattice space. In this polymer model, 108 bond vector
and 5 bond lengths should be considered. It makes the MC
simulation very fine-grained. The other one was proposed
by Shaffer, in which a bead unit only occupies one site in
lattice space [14]. Both of these routines have been used to
reproduce experimental observations and to make reasonable
predictions [16].

In recent decades, researchers have developed various
novel MC algorithms to explore the phase separation of
polymer. Detcheverry et al. proposed a new MC sampling
formalism, in which the interaction between beads is not the
conventional pairwise one but a “grid-mediated” potential
[17, 18]. The uncrossability of the conventional bond is broken
up in this formalism, while the physically realistic dynamics
may be well recovered by restricting the trial moves in MC
formalism to physically realistic local moves, according to
the authors. This sampling formalism has been successfully
applied to study the block copolymers and nanocompos-
ites. Using “soft” repulsive potentials, Wang proposed fast
off-lattice and lattice MC algorithms [19, 20]. The basic idea
of these algorithms is to allow CG beads overlapping instead
of hard-core repulsion in the conventional off-lattice MC
algorithm and the self-avoiding walk in the conventional
lattice one. By this disposition, the chain relaxation and
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Carmesin’s Monte Carlo model

(a) (b)

Shaffer’s Monte Carlo model

Figure 15.3 Two popular routines proposed by Carmesin and Kremer [13] (Reproduced with permission of American Chemical Society)
and Shaffer [14] (Reproduced with permission of Elsevier) to generate the lattice model in MC simulation. (See color plate section for the
color representation of this figure.)

sampling of polymer chain configuration in simulation are
greatly fastened and it is particularly suitable for the study
of equilibrium properties of polymer microphase separation
[21].

15.2.2 Dissipative Particle Dynamics Method

DPD is a mesoscopic simulation method, introduced in 1992
by Hoogerbrugge and Koelman [22]. It is a simple but intrinsi-
cally promising simulation method that allows the study of the
phase behaviors of block copolymers. In a DPD simulation,
a particle represents the center of mass in a cluster of atoms,
and the position and momentum of the particle are updated in
a continuous phase but spaced at discrete time steps. Particles i
and j at positions ri and rj interact with each other via pairwise
conservative, dissipative, and random forces, which are given
by

FC
ij = aij𝜔(rij)nij (15.1)

FD
ij = −𝛾𝜔2(rij)(nij ⋅ vij)nij (15.2)

FR
ij = 𝜎𝜔(rij)ςijΔt−1∕2nij (15.3)

where rij = ri − rj, rij = |rij|, nij = rij∕rij, and vij = vi − vj. The
parameters aij, 𝛾 , and 𝜎 define the strength of conservative,
dissipative, and random forces. In addition, ςij is a random
number with zero mean and unit variance.

⟨ςij(t)⟩ = 0 (15.4)

⟨ςij(t)ςkl(𝜏)⟩ = (𝛿ik𝛿jl + 𝛿il𝛿jk)𝛿(t − 𝜏) (15.5)

The weight function 𝜔(rij) is given by

𝜔(rij) =

{
1 − rij∕rc rij ≤ rc

0 rij > rc

(15.6)

where rc is the cutoff radius, which gives the extent of interac-
tion range. In the DPD method, the issipative force and the ran-
dom force act as heat sink and source, respectively. The com-
bined effect of the two forces acts as a thermostat. It conserves
momentum and provides the correct description of hydrody-
namics to the system. Also, a common choice of the soft repul-
sion for the conservative force permits us to use larger inte-
gration time steps than are usually allowed by the molecular
dynamics (MD) simulation technique; thus, DPD is a simple
but intrinsically promising simulation method that correctly
represents hydrodynamic interactions.

To model the block copolymers, the total force can also
have an elastic contribution, which is derived from the har-
monic force used to connect two consecutive particles in the
chains of polymer [10]. This contribution is expressed as

FS
ij = ks

( rs − rij

rs

)
nij (15.7)

where ks and rs are the spring constant and equilibrium bond
length between two consecutive particles, respectively. To con-
trol the chain flexibility, an extra bond-bending force between
consecutive bonds is added.

F𝜃 = −𝛻vbend (15.8)

vbend = 1
2

k
𝜃
(𝜃 − 𝜃0)2 (15.9)

where k
𝜃

and 𝜃0 are the bending constant and the equilibrium
angle between two consecutive bonds, respectively.

The dynamics of the DPD particles are followed by solving
Newton’s equation of motion, with the forces above using a
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modified version of velocity-Verlet algorithm:

ri(t + 𝛿t) = ri(t) + vi𝛿t + 0.5fi(t)𝛿t2

ṽi(t + 𝛿t) = ṽi(t) + 𝜆fi(t)𝛿t

fi(t + 𝛿t) = fi(ri(t + 𝛿t), ṽi(t + 𝛿t))

vi(t + 𝛿t) = vi(t) + 0.5(fi(t) + fi(t + 𝛿t))𝛿t (15.10)

where fi is the total force on a particle i and ṽi denotes a pre-
dicted velocity that is corrected in the last step of the algorithm.

15.2.3 Polymeric Self-Consistent Field Theory

Instead of the MC and MD methods using explicit particles,
another method, that is, polymeric self-consistent field theory
(SCFT) proposed by Edwards, is often used to study the phase
separation of block copolymers. In SCFT, a polymer chain
is treated as a Gaussian string, which is exposed to a set of
effective chemical potentials (𝜔). The chemical potentials are
used instead of the actual interactions between different com-
ponents. Importantly, the relation between the external poten-
tials and the concentration field (𝜙) is bijective.

In the melting system of diblock AB copolymer, the free
energy of such a system per volume (in units of kBT) equals

F
v
= − 1

N
ln

(
QP

v

)
+ 1

v ∫
[
𝜒AB𝜙A𝜙B − 𝜔A𝜙A

−𝜔B𝜙B +
𝜅H

2

(
𝜙A + 𝜙B − 1

)2
]

(15.11)

where N is the length of a copolymer chain, 𝜒 ij is the
Flory–Huggins parameter between blocks i and j, and 𝜅H
is the coefficient of compression energy. QP is the partition
function of copolymer chain (QP = ∫ drg(r, s)). g(r, s) is
the distribution probability of a section in a string chain
with a free chain end and the “connected end” located at r,
and s is the contour length variable increasing continuously
from 0 to 1 from one end of a block component to the other.
Similarly, a second distribution function g′(r, s), starting from
another chain end, can be defined. The function g(r, s) and
g′(r, s) satisfies a diffusion equation (Eq. 15.12) with the
initial condition g(r, 0) = 1 and g′(r, 0) = 1.

𝜕gi(r,s)
𝜕s

= 𝛻
2gi(r, s) − N𝜔igi(r, s)

𝜕g
′
i
(r,s)
𝜕s

= 𝛻
2g

′
i (r, s) − N𝜔ig

′
i (r, s)

⎫⎪⎬⎪⎭ (I = A,B) (15.12)

The density of each component is calculated by the following
equation.

𝜙A(r) =
v

QP∫
fA

0
dsg(r, s)g′(r, 1 − s)

𝜙B(r) =
v

QP ∫
1

fA

dsg(r, s)g′(r, 1 − s) (15.13)

Here, fA is the volume fraction of A block in diblock
copolymer. To study the dynamics of phase separation, the
polymeric external potential dynamics (EPD) method can
be employed, which was proposed by Maurits and Fraaije
[23] in dynamic density functional theory (DDFT) method
(bead–string model). In EPD, the monomer concentration is
a conserved quantity, and the polymer dynamics is inherently
of Rouse type. The external dynamical equation in terms of
the potential field 𝜔i is expressed as

𝜕𝜔i(r)
𝜕t

= −D𝛻2(𝜇i + 𝜂i) (15.14)

Here 𝜇i = 𝛿F∕𝛿𝜙i and D is a constant diffusion coefficient
of copolymer. 𝜂i is a Gaussian distributed random noise cor-
responding to the thermal fluctuations in the experiment and
fulfills:

⟨𝜂i(r, t)⟩ = 0

⟨𝜂i(r, t)𝜂j(r
′
, t

′ )⟩ = 𝛽𝛿ij𝛿(t − t
′ )𝛿(r − r

′ ) (15.15)

The functional derivative 𝛿F∕𝛿𝜙i can be calculated from
Equation 15.11, which is given as

𝛿F
𝛿𝜙A

= 𝜒AB𝜙B + 𝜅H − 𝜔A

𝛿F
𝛿𝜙B

= 𝜒AB𝜙A + 𝜅H − 𝜔B (15.16)

Such a framework can be applied straightforward to the
other copolymers with complex structures such as multiblock
copolymer or star-block copolymer. The critical point is to
rebuild the partition functions of the polymer chain with
different chain structures. For miktoarm star polymer, the
expression of partition calculation gi(r, s) and g

′
i (r, s) is the

same as in Equation 15.12. But the contour length variable s
in Equations 15.12 and 15.13 is from 0 to fi (fi is the average
volume fraction of the ith component in the system; i repre-
sents A, B, and C; and fA + fB + fC = 1). Meanwhile, the initial
condition is gi(r, 0) = 1 and g

′
A(r, 0) = gB(r, fB)gC(r, fC),

g
′
B(r, 0) = gA(r, fA)gC(r, fC), and g

′
C(r, 0) = gA(r, fA)gB(r, fB).

For the solution system, the partition function of a solvent
molecule is QS = ∫ dr exp(−𝜔S). As a result, the free energy
of ABC-miktoarm star terpolymer solution should equal:

F
v
= −fS ln

(
QS

v

)
−

fP
N

ln

(
QP

v

)
+ 1

v∫ [𝜒AB𝜙A𝜙B + 𝜒AC𝜙A𝜙C + 𝜒BC𝜙B𝜙C + 𝜒AS𝜙A𝜙S

+ 𝜒BS𝜙B𝜙S + 𝜒CS𝜙C𝜙S − 𝜔A𝜙A − 𝜔B𝜙B − 𝜔C𝜙C

−𝜔S𝜙S +
𝜅H

2

(
𝜙A + 𝜙B + 𝜙C + 𝜙S − 1

)2
]

(15.17)

Here, fP and fS are the volume fractions of ABC-miktoarm
star terpolymer and solvent in the system, respectively, and
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fP + fS = 1. According to the chemical potential field, the den-
sity of each component is calculated as follows.

𝜙A(r) =
vfP
QP ∫

fA

0
dsgA(r, s)g

′
A(r, fA − s)

𝜙B(r) =
vfP
QP ∫

fB

0
dsgB(r, s)g

′
B(r, fB − s)

𝜙C(r) =
vfP
QP ∫

fC

0
dsgC(r, s)g

′
C(r, fC − s)

𝜙S(r) =
vfS exp(−𝜔S(r))

QS
(15.18)

Similarly, the functional derivative 𝛿F∕𝛿𝜙i can be calculated.
When the initial state of the system is assumed to be disor-
dered or homogeneous, the initial external potential fields
can be defined as 𝜔ini

i =
∑
j≠i

𝜒 ijf
0
j , (f

0
A = fPfA, f

0
B = fPfB, f

0
C =

fPfC, f
0
S = fS). It is worthy of note that other methods hybrid

with the Lattice Boltzmann model or multifluid model in the
polymeric SCFT framework have also been developed to
explore the hydrodynamic effects [24, 25].

15.3 DYNAMICS OF SELF-ASSEMBLY OF BLOCK
COPOLYMERS

15.3.1 Phase Separation of Linear Block Copolymers

Linear block copolymers consist of a single main chain.
Diblock copolymers are the simplest case of linear block
copolymers in which only two distinct chemical blocks are
involved (an A-block and a B-block). Typically, the polymers
or blocks that make up block copolymers are immiscible and
ideal for phase separation. Compared to a complete separation
of the binary mixtures into a single A-rich domain and a
single B-rich domain, the existing chemical bonds between
two blocks in diblock copolymers make complete separa-
tion impossible. As a consequence, microphase separation
occurs, resulting in complex morphologies, such as spherical,
cylindrical, and lamellar microstructures. Groot and Madden
studied the microphase separation of linear diblock copoly-
mer melts by DPD simulation method [10], and the order in
which the phases appear is in line with expectation based on
experiments and on the SCFT approach. The phase behaviors
of diblock copolymers by the off-lattice MC simulation have
been studied by Besold et al. [26]. Ginzburg et al. [27] devel-
oped a new CG model for diblock copolymers to investigate
the influence of nanoscale particles on the phase separation
and the morphologies of symmetric diblock copolymer
films. In a recent series of papers, Addison and coworkers
[28] proposed a model of systematic CG representation of
block copolymer by modeling the chain as two soft blobs
tethered by an entropic spring. Pierleoni et al. [29] studied
the self-assembly of diblock copolymer through a two-step
CG strategy to build blocks of supermolecular structures. In

addition, few studies have looked into the phase structures
of specific diblock copolymers [30–32]. The morpholo-
gies and mechanical properties of poly(styrene-b-isoprene)
(PS-b-PI) diblock copolymers have recently been studied
by Soto-Figueroa et al. [31, 32]. Li et al. [33] developed a
CG force field and simulate the phase separation of PS-b-PI
diblock copolymers. Starting from a symmetric diblock
copolymer consisting of S and I blocks of equal length, they
observed the LAM, gyroid, HEX, and BCC morphologies by
changing the fraction of the two blocks.

A direct observation of the dynamic processes for the
formation of these complex microstructures is important
for developing skills to control the sizes and shapes of
these microstructures. The DPD simulation provides a
good choice to understand these processes. In Ref. [33], Li
et al. study the dynamic formation process of these mor-
phologies. A typical dynamic formation process of lamellar
microstructure is provided in Figure 15.4. It reveals that
the block copolymers initially rapidly aggregate into local-
ized spherical and cylindrical microstructures (Fig. 15.4a).
Then these microstructures come into close contact and
form gyroid morphology (Fig. 15.4b). Next, an irregular
hexagonal cylindrical morphology (Fig. 15.4c) appears. This
morphology subsequently evolves first, into a perforated
hexagonal lamellar morphology (Fig. 15.4d), and second,
into an irregular lamellar morphology (Fig. 15.4e) in which
some microdomains between two alternating layers are
connected. Finally, the connections between two alternating
layers are broken and the lamellar microstructure appears (see
Fig. 15.4f). The process of HEX morphology also initiates
the formation of spherical and cylindrical microstructures,
and then the gyroid morphology; however, irregular and
aligned cylindrical microstructures then formed. Finally, the
sideward connections are broken and the hexagonal packed
cylindrical morphology appears. And the BCC morphology
can be directly evolved from the spherical and cylindrical
microstructures after a much larger time scale.

15.3.2 Self-Assembly of Star Block Copolymers in Melt

When the copolymer is star shaped such as the ABC miktoarm
star copolymer in which there are three different blocks (A–C
blocks) with a common joint junction, the richer phase struc-
ture can be found [34, 35]. When the interaction and length
are the same, a symmetrical honeycomb structure can be found
(Fig. 15.5a, only phases of blocks A and B are shown) and each
block self-assembles into cylinder phase. The junction points
are inhomogeneously distributed over the intermaterial divid-
ing surface around cylinders formed by the respective blocks
A-C. The region I shown in Figure 15.5a is the interface of
different domains, which contains the mixtures of blocks A-C
and star junctions.

It indicates the existence of localization behavior of junc-
tion points in the ABC miktoarm star terpolymer system. By
keeping each block length unchangeable (NA =NB =NC = 10.
Here, Ni is the segment number of the ith arm), but improving
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(a) (b) (c)

(d) (e) (f)

Figure 15.4 Sequential snapshots of the formation of lamellar morphology from the PS-b-PI diblock copolymer system at (a) t= 0.006 μs,
(b) t= 0.12 μs, (c) t= 0.17 μs, (d) t= 0.29 μs, (e) t= 0.58 μs, and (f) t= 0.70 μs. Li et al. [33]. Reproduced with permission of Elsevier.
(See color plate section for the color representation of this figure.)
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Figure 15.5 Ordered microdomain structures of 3-miktoarm star terpolymers in three-dimensional space. A and B (𝜌A > 0.5, 𝜌B > 0.5) are
shown in gray and black, respectively. (a) Honeycomb structure; (b) tetragonally packed cylinders; (c) parallel plane structure; (d) cylinder-shell
structure. Schematic of section perpendicular to the cylinders, J is the rich junctions region and I the region containing the mixtures of blocks
A–C and junctions. He et al. [35]. Reproduced with permission of Elsevier.
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the compatibility between components A, C and B, C, namely,
and 𝜒AB = 1.2, 𝜒AC =𝜒BC = 0.667 (𝜒 ij is the Flory–Huggins
parameter between the ith and jth kind of segments), the
microstructures shown in Figure 15.5b consisting of cylinders
of block A and B domains and the rectangular-prism-shaped
C domains are formed. In the case of NA =NB =NC = 10,
and 𝜒AB = 2.0, 𝜒AC =𝜒BC = 0.4, that is, 𝜒AB ≫ 𝜒AC = 𝜒BC,
the compatibilities between blocks A, C and B, C are
further improved. The microstructures with a set of parallel
planes consisting of blocks A, B, and C, respectively (shown in
Fig. 15.5c), are formed. The phase behavior of the 3-miktoarm
star terpolymer in this case should be similar to the case of
ACB linear triblock copolymers. The microstructures of
the ABC 3-miktoarm star terpolymer depend on both its
molecular architecture and interaction parameters between
distinct blocks. If three blocks are strongly segregated, the
junction points would have a tendency to be restricted on the
lines of mutual intersection of different domains, that is, the
realization of the localization of junction points. With the
high improvement of compatibility between one block, for
example, block C with two other blocks, the junction points
are absorbed into the domains of block C. When NA = 10,
NB = 12, NC = 23, 𝜒AB = 0.42, 𝜒AC = 0.14, 𝜒BC = 0.63, in
which blocks A-C correspond to the PS, PI, and PMMA,
respectively, a three-dimensional periodic microstructures of
inner block B cylinders with a surrounding block A shell in
matrix of block C are formed (see Fig. 15.5d). The simulation
results are in agreement with those of Thomas et al. [36, 37].
In this system, due to the better compatibility between block A
and two other blocks, junction points are reasonably expected
to be concentrated in the center of domain A (Fig. 15.5d), that
is, set on the intermaterial dividing surface between domains
B and C. It indicates that microstructures and distributions
of junction points depend not only on the architecture of the
macromolecules’ chain but also on the interaction parameters
between distinct blocks.

15.3.3 Self-Assembly of Block Copolymers
in Constrained Systems

The microphase separation of block copolymers in a con-
strained situation has attracted interest both from experiments
and theories. There are several important characters to make
this system favorable in fabricating nanoscale features.
Firstly, the constrained situation helps confine the dimension
of microphase separation into microscale or nanoscale, so
the materials formed in such a system spontaneously possess
microstructures. Secondly, the constrained situation can
suppress the fluctuation of phase separation and help create
an ordered pattern at large scale. Thirdly, the surface of the
constrained situation can be deliberately modified to direct
the microphase separation of block copolymers with attention
to make nonbulk structures.

Geometrically, the constrained situation can be a
one-dimensional, two-dimensional, or three-dimensional.
Most previous simulation studies concentrated on the

(a)

(b)

(c)

(d)

(e)

(f)

Figure 15.6 Self-assembled structures of asymmetric diblock
copolymers confined in a thin film. (a) and (b) Parallel cylinder
structures, (c) perpendicular cylinder structures, (d) and (e) lamellar
structures, and (f) perforated lamellae structure.Huinink et al. [39].
Reproduced with permission of Elsevier.

self-assembly in a one-dimensional constrained situation, that
is, a polymer film being confined between two planar surfaces.
A pioneering theoretic work by Matsen evaluated the possible
structures formed in a confined symmetric diblock copolymer
film [38]. He predicted the parallel, perpendicular, and mixed
lamellar structures in confined films. These structures are
observed in the following experiments. Huinink et al. studied
asymmetric block copolymers confined in a thin film using
a DDFT [39]. They predicted a variety of nanostructures,
such as parallel cylinders, perpendicular cylinders, parallel
lamellae, and parallel perforated lamellae (Fig. 15.6). The
effects of system parameters (film thickness and surface
preference) on the microphase separation are investigated
in their study. For cylinder-forming diblock copolymer
self-assembly between two surfaces, Wang et al. drew a phase
diagram of microphase-separated structures as a function of
film thickness and surface properties using MC simulation
[40]. The cylinders, a hybrid of cylinders and lamellae, and
perforated lamellae structures, and so on are listed in the
phase diagram. Using a simulated annealing MC algorithm,
Yin et al. studied the structural evolution of symmetric diblock
copolymer confined between two homogeneous surfaces [41].
The film of a gyroid-forming diblock copolymer was also
studied using annealing MC simulation [42].
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Figure 15.7 Self-assembled structures under (a) strip nanopatterned surface and (b) mosaic nanopatterned surface. Wu and Dzenis [43].
Reproduced with permission of Elsevier. (See color plate section for the color representation of this figure.)

Recently, researchers paid more attention to the guided
self-assembly of block copolymer thin films on a patterned
surface. The patterned surface means the surface of a con-
strained situation is chemically or physically modified to
form a pattern with specific property and size. A series of
exquisite structures are found in the microphase separation
of block copolymer under the patterned surface. In the
theoretic work of Wu and Dzenis [43], they designed two
kinds of patterned surface to direct the block copolymer
self-assembly (Fig. 15.7). The self-assembled structures
are found strongly influenced by the commensurability of
polymer bulk period and pattern period. With mismatched
patterns on two surfaces, both MC simulation [44] and
SCFT researching [45] predicted the titled lamellae and
perforated lamellae structures for symmetric diblock copoly-
mers. Petrus et al. carried out a detailed investigation on the
microphase separation of symmetric and asymmetric diblock
copolymers confined between two planar surfaces using
DPD simulation [46, 47]. It is found that various nonbulk
nanostructures can be fabricated by the nanopatterns on the
surfaces.

The two-dimensional constraint situation means that the
polymer is confined in a nanopore. He et al. first explored the
microphase separation of a symmetric diblock copolymer in a

circular nanopore using MC simulation [48] (Fig. 15.8). The
rolled-up lamellae structure predicted by the simulation was
testified by the experiments and other simulation research.
The self-assembly of cylinder-forming block copolymers
in circular nanopores received great interest because of the
helix and circle structures rising in these circular constraint
situations. Yu et al. predicted the helix structure by diblock
copolymers under cylindrical confinement using MC sim-
ulation. They showed the evolution of nanostructures with
the pore diameter increasing [49, 50]. Li et al. drew a phase
diagram for the asymmetric diblock copolymers in a circular
nanopore using SCFT [51]. Besides the circular nanopore,
the theoretic researchers also considered the nanopore with
noncircular geometries, such as triangular or square ones
[52, 53]. Detcheverry et al. studied the directed assembly
of cylinder-forming diblock copolymer in a trench [54].
They theoretically fabricated defect-free arrays with a high
degree of uniformity across the trench using MC simulation.
When block copolymers being constrained between two plate
substrates containing pillars with different shapes, richer
phase structures can be found. The work can be found in the
concerned references [55–59].

The three-dimensional constraint situation is relatively
less studied compared with the one-dimensional and
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(a) (b)

Figure 15.8 The lamellae structures formed by diblock copolymers in constrained spaces predicted by Monte Carlo simulation [48]. (a)
Barrel, (b) spherical (cut view). He et al. [48]. Reproduced with permission of Elsevier. (See color plate section for the color representation of
this figure.)
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Figure 15.9 The microphase-separated structures for cylinder-forming diblock copolymers confined in a spherical space. Chen et al. [61].
Reproduced with permission of American Chemical Society.

two-dimensional ones. In He’s MC simulation (Fig. 15.8), he
first predicted the core–multishell structures for symmetric
diblock copolymers confined in a spherical constraint situation
[48]. Besides the core–multishell structures, Yu et al. observed
a series of novel structures under this three-dimensional spher-
ical confinement using annealing MC simulation [60]. Chen
et al. studied the microphase separation of cylinder-forming
asymmetric diblock copolymers confined in a spherical
space using SCFT (Fig. 15.9) [61]. Some nanostructures

predicted by these theoretic researching has been observed by
experiments.

By combining the experimental and theoretical researches,
people make clear the reason under experimental observation,
and correspondingly the experimental result can testify the
theoretical prediction. There is more and more cooperation
between experimental researchers and theoretic researchers.
Just as Tsarkova and Sevink et al. once observed, the evolu-
tion of cylinder structure varies from vertical orientation into
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parallel orientation in a block copolymer film using an in situ
scanning force microscopy technology and SCFT simulation
[62]. A good agreement in the nanostructure and dynamic
process is found in the conjunction study. Ludwigs et al.
studied the formation of a perforated lamella structure by
triblock terpolymers both in experiment and simulation [63].
Nealey and de Pablo have cooperated for a long time in the
field of polymer self-assembly under constraint situation to
combine the experiment with simulation. For example, the
directed assembly of lamellae-forming block copolymers on
chemically patterned substrates was studied by a combination
of theoretical and experimental approaches [64–66]. The
simulation helps explain the experimental observation and
explore much larger parameter spaces than those that are
hardly realized by present experiment technology.

15.3.4 Micellization of Amphiphilic Block Copolymer
in Solution

For a selective solvent, amphiphilic block copolymers with
hydrophilic and hydrophobic blocks can self-assemble into a
wide variety of morphologies, such as spherical or cylindrical
micelles, bilayers, vesicles, and nanotubes [67–71]. In the
past decade, the self-assembly behaviors and aggregate
structures of amphiphilic block copolymers have attracted
considerable attention in experimental studies. The micel-
lization of amphiphilic molecules is determined not only by
the amphiphilic nature of the molecules but also by selective
solvents. Besides these extensive experimental investigations,
simulation and theoretical studies on the self-assembly of
amphiphilic block copolymers in selective solvents have also
been performed by a few groups [72–78]. Studies on linear
diblock copolymers have made much progress as the topology
is relatively simple. Linear triblock copolymers and nonlinear
block copolymers with unique architectures have attracted
less attention, especially in terms of computer simulation. The
existing few simulation studies on the self-assembly of linear
triblock copolymers in selective solvents are mostly based on
MC [78, 79], DPD [77], SCFT [75, 80, 81] and DDFT [82].
For instance, the kinetics of vesicle formation of amphiphilic
triblock copolymers from an initially homogeneous state was
theoretically and experimentally investigated by Han et al.
[78]. It has been recognized that the formation of a threefold
“Y-like” junction can be inferred from the interconnection
of a cylinder with an end-cap or fusion of three enlarged
end-caps [72, 73]. Some possible pathways for the dynamic
process of vesicle formation have been described in the
literature: bending of membranes [83–85], fusion of micelles
with the rearrangement of amphiphilic molecules [86–88],
and fusion of vesicles [86, 89]. For the formation of toroidal
micelles, theoretical studies and experimental observations
have suggested that this process can proceed via either a
conventional micelle coalescence pathway [77, 90] or a
growth pathway [90–92].

Despite recent progress on the different pathways for
amphiphilic block copolymer micelles in dilute solutions

[79, 88, 92, 93], the route by which amphiphilic molecules in a
selective solution self-assemble into various micelles, as well
as the dynamic properties of amphiphilic block copolymers
in solution, is still not fully understood. With the purpose of
developing skills to control these microstructures in sizes and
shapes, He et al. presented an extensive simulation study on the
spontaneous formation of complex micelles from amphiphilic
triblock copolymers in a dilute solvent [94]. To illustrate
the effects of the selectivity of a solvent for amphiphilic
molecules on microstructure formation, they systematically
varied the repulsive interactions between the solvent and
the hydrophilic/hydrophobic particles. Figure 15.10 presents
the corresponding diagram of morphologies. A plethora of
complex morphologies, including spheres, cylinders, “Y-like”
junctions, toroids, and vesicles, is revealed by the DPD
simulations.

It is generally believed that three factors, core-chain
stretching entropy, the interfacial energy, and repulsion
among intercoronal chains, determine the equilibrium size
and shape of micelles. Changing the selectivity of the solvent
disturbs the force balance governing the size and shape of
micelles, which can lead to the morphology transformation
from one to another. The combined contribution from all the
interactions balanced the contact area between hydrophilic
and hydrophobic blocks and defined the local interfacial cur-
vature. The dominating effect of improving the selectivity of
the solvent by increasing the values of aBS and/or decreasing
the values of aAS is the shrinkage of hydrophobic blocks and
expansion of hydrophilic corona, which results in micelle
structures with increased interfacial curvature. Therefore,
varying the solvent content provides an effective way to
control morphologies in our amphiphilic system.

Recently, more attention has been given to rod–coil
amphiphilic block copolymers composed of rigid-rod blocks
bonded to flexible-coil blocks. Besides the chemical compo-
sition, the existence of an anisotropic orientation of rigid-rod
blocks, the effect of chain topology on conformational
entropy, and molecular packing geometries also show pro-
found influence on the self-assembly of the block copolymers.
As such, the self-assembly of rod–coil block copolymers
is fundamentally different from that of classical coil–coil
amphiphilic block copolymers. Based on the functionality of
the rigid-rod blocks, there is growing interest in amphiphilic
block copolymers with rod–coil structures, and a number
of intriguing phases, including wavy lamellae, zigzags,
arrowheads, straight lamellae, perforated lamellae, hexagonal
strips, honeycombs, and hollow spherical micelles, have
been observed through self-assembly from them [95–98]. A
number of theoretical models have been developed to under-
stand the self-assembly behavior of rod–coil amphiphilic
block copolymers [99–104]. These theoretical studies help
researchers better understand both ordered structures and
ordering transition.

In addition to these theoretical studies, particle-based
mesoscopic simulation studies on the self-assembly behavior
of rod–coil block copolymers have also been performed
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Figure 15.10 Morphological diagram of amphiphilic triblock copolymers in terms of DPD repulsive parameters aAS and aBS. These
microstructures included spheres (S), cylinders (C), “Y-like” junctions (Y), toroids (T), vesicles (V), and disklike aggregates (M). Toroids
have the form of either a single loop (TS) or one loop with one end-cap (TC). The dashed line divides the assembled morphologies into three
regimes: spheres, cylinders, and bilayers. The dotted lines serve as guides. He et al. [94]. Reproduced with permission of Elsevier.

by a few groups using various computer techniques, such
as Brownian dynamics [105, 106], DPD [107], and MC
simulations [108, 109]. However, most of them focus on
the liquid-crystalline behavior of rod–coil block copoly-
mer systems, and papers on the computer simulation of
solution-state self-assembly of rod–coil block copolymers
are seldom reported. Glotzer and coworkers developed a
generic model of tethered nano building blocks to simulate
amphiphilic block copolymers and surfactants microphase
separation and liquid-crystal phase ordering using the Brown-
ian dynamics method [110–112]. They predicted a variety of
fascinating microstructures, including sheets, wires, tubes,
honeycombs, helical scrolls, and alternating cylinders, from
the self-assembly of rod–coil amphiphilic block copolymers
in solutions. Song et al. applied lattice MC simulation to
study the phase behavior of symmetric ABA-type triblock
copolymers [113]. He et al. studied the self-assembled
microstructures of coil–rod–coil ABA-type amphiphilic
triblock copolymers depending on the selectivity of solvents
[114]. They focus on how rigid-rod hydrophobic blocks
affect aggregations of the microstructures and the dynamic
properties of amphiphilic block copolymers in selective
solvents. By changing the selectivity of solvents, defined in
terms of the repulsive interactions between the solvent and
the hydrophilic/hydrophobic particles, they found that the

aggregation morphology changes from bundle-like micelles
to spherical and cylindrical micelles to elongated micelles and
then to ringlike toroidal micelles, revealing that the selectivity
of solvents is a key factor that determines aggregation mor-
phology. The potential mechanism behind the formation of
these complex micelles may be helpful in explaining how these
aggregates are formed and in understanding the self-assembly
behavior and dynamics of amphiphilic block copolymers.

The formation of the vesicle or ringlike micellar structures
of amphiphilic block copolymer is controlled by kinetic trap
from the competition of the interactions between hydrophilic
or hydrophobic part and the solvent. These metastable states
provide new opportunities in designing soft self-assembly
materials with enhanced functionalities in applications,
such as the complex micro-release system, a template for
nanodevice fabrication. In the past decades, a number of
experimental works focused on the diversities of the mor-
phologies of micelles using various amphiphilic compounds.
Besides spherical, rodlike (or wormlike micelles) and lamellar
micelles, special topological micelles, such as unilamellar or
multilamellar vesicle, complex vesicle, onion vesicle, genus
vesicle, and toroidal micelles with single and multirings, and
cage micelles, have also been discovered [83, 93, 115–119].
The process of spontaneous formation of topological micelles
is interesting.
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Figure 15.11 Phase diagram of (a) various micelles and (b) pathways of vesicle formation. He and Schmid [92]. Reproduced with permission
of American Physical Society.

Using EPDs in 3D, the pathways of vesicle formation of
amphiphilic diblock copolymer in solution from a homoge-
neous initial state was revealed (Fig. 15.11) [74, 87, 92, 120].
Two distinct pathways of spontaneous vesicle formation were
simultaneously discovered and various toroidal micelles were
found when changing initial concentration and molecular
interaction. The topological micelles are assembled under
the mechanisms and together controlled by amphiphilic
molecular structures and segregation kinetics. Amphiphlic
diblock copolymers aggregate from homogeneous distribu-
tion in solution corresponding to the quenching processes
in reality by various methods, such as changing temperature
and adding nonsolvents or salts. Figure 15.11a shows the
phase diagram of various structures of micelles obtained from
the initial homogeneous state depending on the interaction
𝜒BS and concentration 𝜙P. The random phase (region R0)
represents no micellar formation and is located at the left side
of dotted line. When the quenched point locates in region
V1 far from the spinodal curve, it is found that the vesicle is
formed through the conventional path, that is, coalescence and
curvature, which is controlled by minimization rim energy.
The amphiphilic copolymers quickly aggregate into many
small micelles from homogeneous distribution, then small
micelles coalescence to form the rod; after that, rod micelles
transform into bilayer, and finally the bilayer curves to form
the vesicle (Fig. 15.11b).

The ways of decreasing rim energy varied at different
stages: in the initial stage, it is finished by the rim-to-rim
coalescence of small spherical or disk micelles that increase
the length of rod micelles or the area of the individual bilayer;
later, the further decrease of system energy is realized by
the curvature and closure of the individual bilayer through
a continuous shrink path till the vesicle is fully formed.
When the quenched points locate into the region V2 near the
spinodal curve, the vesicle comes forth through another path
controlled by the nucleation and growth-swelling mechanism.

For instance, at 𝜙p = 0.15, 𝜒BS = 0.128 in Figure 15.11,
after an incubation time, several stable nuclei occur and then
they grow larger and larger, and transform into a semivesicle;
finally, the semivesicle grows and swells into a vesicle.
A small semivesicle as an intermediate state comes from
relatively fast aggregation compared with slow separation
of solvent-philic and solvent-phobic parts so as to make
the size of aggregation body grow larger than the radius of
stable sphere micelles and promote amphiphilic molecule
flip-flop. The solvent-philic part of the inner micelles may
further absorb solvent into the semivesicle to form the vesicle.
Then the small vesicle grows larger and larger till exhausting
the remaining copolymer in solution. Meanwhile, ringlike
micelles also show similar nucleation growth pathways.
When the amphiphilic block copolymer is star copolymer, for
example, ABC miktoarm star copolymer (C is hydrophilic and
A and B are hydrophobic), more complex multicompartment
micelles such as the hamburger micelle, toroidal micelle,
raspberry micelle, worm micelle, and laterally structured
vesicle can be formed and discovered from experiments
[121–123]. Simulation shows that they formed also through
a pathway similar to that of coalescence and growth during
aggregation (Fig. 15.12).

15.4 OUTLOOK

The exploration of block copolymers still has a long way to go,
although intensive work has been carried out in the past. Till
now, block copolymers have been widely applied in the fields
of material template manufacture and biology drug delivery.
The complex phase structure of block copolymers and their
dynamical response to the external signal and fields propose
a new challenge to soft matter science. It also provides the
opportunity for the fabrication of intelligence materials and
multifunctional device. It is known that the formation of the
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Figure 15.12 Phase diagram of miktoarm ABC star copolymer in solution S with (a) the interaction parameters 𝜒AS =𝜒CS = 1.548 and
𝜒BS =−0.172 and (b) the formation pathway of the laterally structured vesicle. The solvophilic B block is shown with small particles. Wang
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defect in phase structures is not always negative to us from the
viewpoint of practical application. Novel and rich structures
can be designed when the defect can be controlled or tailored
in its position and amount. It is no doubt that the phase dia-
grams of block copolymers in various systems are important to
researchers. However, it is difficult to achieve only from exper-
iments when the objective system concerns many parameters
and the scanning space is very large. Although the simulation
and theory have the capability to describe and predict the phase
diagram of a general system using CG models, the quantita-
tive prediction of the properties of a realistic polymer system
such as transition temperature is not satisfying. Developing a
multiscale model to describe and predict the phase structure
quantitatively becomes urgent. A new simulation framework
using the CG force field with good transfer in various systems
is highly expected.
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Polymer thin films have become an important part of our
everyday life and have been extensively explored from
both the fundamental and applied points of view. Polymer
materials have the ability of controllable morphology and
porosity ratio, adherence to the flexible substrate, and ease of
large-area processing. It makes the polymer films satisfy the
requirements of broad range of applications. These films are
increasingly used in technological applications like protective
coatings; antireflection coatings; lubricants; decorative paints;
adhesives; biomembranes; sensors; as active layers in devices
such as organic light-emitting diodes (OLEDs), organic
field-effect transistors (OFETs), organic solar cells (OSCs),
and organic laser devices, and numerous other fields [1–7].

A large number of studies revealed that various physical
properties of thin polymer films strongly deviate from those in
the three-dimensional bulk state when the film thickness is less
than the unperturbed dimension of the polymer chain [8–15].
Polymer chains in the bulk typically take on a so-called ran-
dom coil conformation, where the physical orientation of each
repeat unit along the chain’s backbone is essentially uncorre-
lated with the orientations of the chain’s other repeat units. In
thin films, the confinement of molecules between two inter-
faces (solid substrate and free surface) reduces the degree of
freedom of the polymer chains such that the random coil con-
formation will be modified due to the spatial confinement and
a transition from the 3D to the 2D case will take place with
decreasing film thicknesses [16, 17]. The conformation of sin-
gle polymer chain and the interactions between the polymer
chain and the interface are crucial factors to determine the
characteristic properties of the thin film. Therefore, polymers
in thin-film state have attracted great attention and have been
extensively studied by many researchers [18–21].

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

The stability and the wetting behavior of thin polymer
films are of technological and scientific importance in a broad
range of applications [22, 23]. Understanding and controlling
the factors leading to the dewetting of thin films is of critical
importance in obtaining continuous, uniform, stable, and
defect-free coatings. Meanwhile, in many applications, such
as paints, adhesives, and OSCs, the films are composed of
multiple polymeric systems. Hence, it is also important to
investigate the structure and stability of a thin polymer film
containing other component or additives [24]. In general,
most of binary polymer blends are immiscible and will demix
(phase separation). The degree of the phase separation in
blends greatly affects the domain morphology, which has a
strong effect on the mechanical and electrical properties of
the film [25]. Many studies have been performed to elucidate
the fundamental mechanism and dynamics of dewetting and
phase separation in efforts to generate functional structures.
In this chapter, a brief introduction to the fundamental theory
and the influencing factors on dewetting in thin polymer film
and phase separation in thin polymer blend film are intro-
duced in Sections 16.1 and 16.2, respectively. The control of
morphology in polymer thin film and its application in OSC
are discussed in Section 16.3.

16.1 WETTING

Different phenomena happen when some liquid is dropped
onto a solid surface. In case the amount of liquid is large, the
liquid can fully cover the solid surface even if the liquid does
not like the solid surface. And the thick liquid film remains
stable due to the effect of gravity. When the thickness of the
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liquid film gets thinner, two competing effects will determine
the spreading of the liquid on the solid surface. For a solid
surface, it is energetically favorable to be wetted by a liquid
with lower surface energy. However, the spreading of the
liquid increases its surface area and the contacting areas
between the liquid and the solid surface, which means an
increase in interfacial energy and surface energy of the liquid.
When the surface energy of the solid surface dominates, the
liquid completely wets the solid surface; otherwise, the solid
surface can only get partially wetted, defining a contact angle
𝜃 of the liquid. The partial wetting is described by Young’s
equation, which shows a balance of macroscopic forces:

cos 𝜃 =
(𝛾sg − 𝛾sl)

𝛾lg
(16.1)

where 𝛾sg, 𝛾 lg, and 𝛾sl are interfacial energies of solid/gas,
liquid/gas, and solid/liquid, respectively. For 𝜃 = 0, the liquid
completely spreads on the solid surface. 0<𝜃 <𝜋 indicates a
partial wetting, which happens in most cases. The nonwetting
case happens with 𝜃 =𝜋.

In practice, liquids (e.g., polymers discussed here) are
normally forced to spread onto solid surfaces, including onto
nonwettable surfaces, using techniques like spin coating. The
resulted film is in a nonequilibrium state. If the thickness
of the polymer film is smaller than the capillary length of
the liquid, 𝜆cap, which is defined by 𝜆cap = (𝛾lg∕𝜌g)1∕2 with
𝜌 the density of the liquid, molecular forces dominate the
gravitational forces that the liquid film is unstable [26–34]. As
we know, the state of droplets with equilibrium contact angle
𝜃e represents the state with lowest system energy, which the
system is approaching to. How will the liquid film decay into
droplets and at what speed will this process take place at a
given temperature? Depending on the thickness, the answers
to the above questions will be different. Moreover, how will
the physical and chemical heterogeneities affect the stability
(instability) of a liquid film as they always present on a real
solid surface? In the following, we try to give a brief answer
to these questions based on polymer thin films.

16.1.1 Dewetting Mechanisms

It is important to clarify the distinction among stable,
metastable, and unstable films using an easily detectable
parameter like the thickness h of a thin polymer film, defined
by the distance separating the interfaces of substrate/polymer
and the air/polymer. The stability of a film depends on the
effective interface potential 𝜑(h) as a function of h, defined as
the excess free energy per unit area that is necessary to bring
two interfaces (solid–liquid and liquid–gas interface) from
infinity to the distance h.

As shown in Figure 16.1, h→∞ induces 𝜑(h)→ 0, indicat-
ing the stability of a film with infinite film thickness. For the
stable films (as shown in curve (1) of Fig. 16.1), the free energy
is always positive and the global minimum lies at the infinite
thickness. If the second derivative of 𝜑with respect to the film

(3)

(1)

(2)

h*

Film thickness (h)

0

φ

Figure 16.1 Effective interface potential (𝜑(h)) as a function of the
film thickness (h) for stable (1), unstable (2), and metastable (3) films.
Seemann [35]. Reproduced with permission of American Physical
Society.

thickness is negative, 𝜑′′ (h0)< 0, where h0 is the initial thick-
ness of a homogeneous film, the system is referred to as unsta-
ble (curve (2) of Figure 16.1). According to Brochard-Wyart
and Daillant [27] the surface fluctuation of a film with thick-
ness h, can be described by the equation

𝜁 (x, t) = h + u exp(ipx) exp
(−t
𝜏

)
(16.2)

with amplitude u, wave vector q, time t, relaxation time 𝜏, and
a coordinate parallel to the surface x. The perturbations of the
surface induce a pressure gradient caused by Laplace pressure
PL and disjoining pressure Π, which leads to a Poiseuille flow
in the film

PL = 𝛾lg

(
d2
𝜁

dx2

)
(16.3)

and for nonretarded van der Waals forces

Π =
−Aeff

(6𝜋𝜁3)
(16.4)

where Aeff is the effective Hamaker constant. The sign of Aeff
indicates whether molecules of the film are more attractive by
molecules or by the substrate. A negative sign of Aeff indicates
the tendency of the film to get thinner, suggesting the film is
unstable.

Considering mass conservation, surface fluctuation has a
critical wave vector qc, qc = 3a∕h2, where a is a molecular
length defined by

a2 =
|Aeff|
(6𝜋𝛾lg)

(16.5)

For q< qc, the fluctuations of the film surface are amplified
exponentially with a fastest growing wave vector qm

qm =
(3

2

)1∕2 ( a
h2

)
(16.6)
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Spinodal dewetting

(a) (b) (c)

Thermal nucleation Heterogeneous nucleation

Figure 16.2 (a–c) AFM images of dewetting PS (2k) films. The scale bars indicate 5 μm, the z-scale ranges from 0 (black) to 20 nm (white):
(a) spinodal dewetting of 3.9 nm PS on type C wafer. The inset shows a Fourier transform of the image. (b) Thermal nucleation dewetting
of 4.1 nm PS on type B wafer. (c) Heterogeneous nucleation dewetting of 6.6 nm PS on a type B wafer. Seemann [35]. Reproduced with
permission of American Physical Society.

As the amplified fluctuation touches the substrate, a hole forms
in the film. This rupture mechanism is called “spinodal dewet-
ting” [26, 27, 36].

In curve (3) of Figure 16.1, a region exists for very small
film thickness where 𝜑′′(h0)< 0, the film is unstable, whereas
for thicker films (𝜑′′(h0)> 0), the film is metastable. In the
metastable case, the system has to overcome a potential bar-
rier to reach the state of lowest energy at h= h*. Some kind
of nuclei in the form of dust particles or other heterogeneities
are required to lower 𝜑(h) and can therefore induce rupture of
film, termed as the mechanism of “heterogeneous nucleation”
[37, 38]. Numerical simulations have also indicated that there
may be a region where both mechanisms are involved [39, 40].
For the unstable system, there is a specific wavelength (𝜆s),
whose amplitude increases rapidly, possessing a characteristic
dewetting pattern of the liquid film, as shown in Figure 16.2a.
The wavelength 𝜆s and 𝜑′′(h0) are related via Equation (16.7)
[26]:

𝜆s =
[−8𝜋𝛾lg

𝜑′′ (h)

]1∕2

(16.7)

Close to the sign reversal of 𝜑′′(h0)> 0, no heterogeneity that
thermal activation is sufficient to overcome the potential bar-
rier for the nucleation of holes is required. It is called “ther-
mal nucleation” or “homogeneous nucleation” representing a
third dewetting mechanism [35]. The characteristic feature of
homogeneous nucleation is the continuous breakup of holes
(Fig. 16.2b), whereas heterogeneous nucleation causes holes
to emerge only within a sharp time window (Fig. 16.2c). Such
hole opening is most likely to happen at the locations hav-
ing the smallest thickness, which can be caused by the thick-
ness fluctuation of film thickness or the elevated region on the
substrate. In practice, characters from different mechanisms
could show up in a single system, making the mechanism much
more complex. For example, a stable film with𝜑′′(h0)> 0 may
become unstable locally on an elevated heterogeneity if the
local thickness declines below the critical thickness. In some
composite polymer film [41], continuously opened holes in a
metastable film resulted in a pattern showing the wavelength
of spinodal dewetting. On a complex substrate combined with
wettable and less wettable (or unwettable) regions, holes gen-
erate at these unfavored locations and the wettability contrast

drives the liquid flow from the less wettable areas to the more
wettable areas, lowering the total energy.

In addition, thin films can also rupture and dewet due to the
release of residual stress accumulated during film preparation
[42, 43]. In a typical case of film preparation from solution, the
solvent evaporates quickly allowing only a short time for the
rearrangement of polymer chains and the formation of entan-
glements. Residual stresses are therefore introduced into the
film by the nonequilibrium state and the partially entangled
conformations of chains. The release of residual stresses was
found to play a prominent role in controlling nucleation and
growth of dewetting holes in thin polymer films. By aging the
film at a temperature lower than glass transition temperature
(Tg), the number of generated holes decreased exponentially
with aging time. The exponential decay of number of holes
allows for the possibility that no holes will be generated in the
film after a sufficiently long period of aging, assuming no other
sources of rupture. It was even found that residual stresses
can be significantly larger than capillary forces, indicated by a
highly asymmetric rim around holes [44]. Upon releasing, the
progressive decreasing contribution of residual stresses to the
driving force causes a rapid decay of the dewetting velocity
[42].

16.1.2 Dewetting Dynamics

The driving force Fd, which is the negative spreading coeffi-
cient S,

Fd = −S = 𝛾lg + 𝛾sl − 𝛾sg

= 1
2
𝛾lg𝜃

2
e (16.8)

causes the growth of opened holes, uncovering the solid
substrate (dry areas). The accumulation of dewetted polymers
builds up rims, circle protrusions, around dry areas. Molecular
and interfacial interactions define the profile of rims, showing
either a symmetrical profile with a trough at the “wet” side
[45, 46] or an asymmetrical profile monotonically decaying
into the undisturbed film.

A stronger molecular interaction of liquid and solid
molecules, that is, an ideal (Newtonian) liquid on a solid
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Figure 16.3 The two possible mechanisms of friction and the
growth law of the holes.

surface, causes viscous friction inside the liquid film dissipat-
ing energy and no slippage at the liquid–solid interface, that
a symmetrical profile of the rim forms. It means a balance
between Fd and viscous friction force Fv. In the lubrication
approximation, in a film with thickness h much larger than the
extrapolation length b, which is defined as the distance from
the interface at which the velocity extrapolates to zero, Fv of
a moving rim at velocity V with its contour 𝜉(x):

Fv = ∫
xB

xA

𝜂V
𝜉∕3 + b

dx (16.9)

where 𝜂 is viscosity of the liquid film and two contact lines A
and B define the rim width, l (Fig. 16.3). The balance between
Fd and Fv then gives:

∫
xB

xA

𝜂V
𝜉∕3 + b

dx = 1
2
𝛾𝜃

2
e (16.10)

The profile near liquid wedges, where the dissipation domi-
nates, can be estimated approximately by the dynamic contact
angle 𝜃d via 𝜉 = 𝜃dx. It then leads to

6𝜂V
𝜃d

|log(𝜃dx + 3b)|x=l∕2
x=0 = 1

2
𝛾𝜃

2
e (16.11)

Taking into account that 𝜃d = 𝜃e
1/2, the moving velocity of the

rim is given by [47–50]:

V = 1

12
√

2𝜅

𝛾

𝜂
𝜃

3
e (16.12)

The numerical dissipation factor 𝜅 = ln(𝜃el/b) is expected to
be of order 10 [27]. Considering the substrate is ideal flat, the
radius of hole, R, grows linearly with time t, R∼ t.

A material like polymer with large molecular weight,
however, does not flow like an ideal liquid. The interfacial
interactions between liquid molecules and the solid surface
cause slippage of liquid on the smooth, passive solid surfaces
[51–53]. Quite a lot of parameters like the nature of the liquid
molecules [54, 55], substrate roughness [56–59], nanoscale
air bubbles in the liquid film [60, 61], and the amount of water
depletion on the surface [62] have influences on the slippage.
A plug flow occurs in the thin film such that Equation (16.10)
can then be simplified as

𝜂Vl
b

= 1
2
𝛾𝜃

2
e (16.13)

The velocity decreases with time because the friction is now
proportional to the width l of the rim. As the materials accu-
mulated from dewetted areas continuously add to the volume
of the rim, width l of the rim can be calculated from the con-
servation equation, leading to

l ∝
(

eR
𝜃e

)1∕2

(16.14)

Substituting Equation (16.14) into Equation (16.13) leads
to [47]

R ∼ t2∕3 (16.15)

In reality, however, both viscous flow and slippage are
expected to dissipate energy in thin polymer films. It is found
that slippage plays a prominent role in a small rim (either for
a tiny hole or for a rim in a very thin film), whereas viscous
dissipation dominates the hole growth for a large rim. Thus, a
hole would undergo the shifting from a slippage (R∼ t2/3) to a
nonslip mode (R∼ t) [49, 50].

In devices like thin-film transistors (TFTs), multilayered
structures are often introduced so that the stability/instability
of a multilayered polymer film is of even more practical impor-
tance. However, the dewetting of a thin polymer film on top
of another polymer layer is much more complicated than the
common liquid–solid case, as both the polymer–polymer inter-
face and the free film surface are deformable. Taking an immis-
cible bilayer as an example, dewetting dynamics of the top
layer depends mainly on the relative viscosities of the two liq-
uids, the thicknesses of respective liquid layers, and the sur-
face and interfacial tensions involved [63, 64]. For a very vis-
cous sub-layer (𝜂sub > 𝜂up∕𝜃e, where 𝜂sub and 𝜂up are viscosity
of sub- and upper layer, respectively), the sublayer behaves
solid-like. The dewetting velocity of the upper layer on such a
solid-like sublayer depends mainly on the surface tension and
viscosity of the upper layer [65, 66]:

V = 1

12𝜅
√

2

𝛾up

𝜂up
𝜃

3
e (16.16)

As the polymeric sublayer is also prepared from solution,
the short-range roughness of the sublayer, which would
be different depending on the preparation conditions, was
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found to increase the effective contact area, accelerating the
dewetting [67].

The sublayer behaves liquid-like if 𝜂sub < 𝜂up∕𝜃e that the
upper layer extends considerably into the sublayer beneath the
rim [68], which leads to a hydrodynamic resistance against
the growth of holes in the upper layer. The deformation in
the sublayer levels off by increasing the molecular weight
of the sublayer (within the scope of liquid-like behavior),
which reduces the flow resistance. Therefore, the dewet-
ting velocity of the upper layer is more dependent on the
molecular weight of the sublayer than on that of the upper
layer:

V =

(
𝛾

2h2
sub𝜃e

𝜂
2
subhup

)1∕3

t−1∕3 (16.17)

where 𝛾−1 = 𝛾
−1
up + 𝛾−1

sub and hsub and hup are the thickness of
sub- and upper layer, respectively. Moreover, the dewetting
velocity has a dependence on the thicknesses of both layers
that the dewetting velocity increases with a thinner upper layer
or a thicker sublayer [66, 69], different from that on a solid-like
sublayer where the dewetting velocity is even independent on
the thickness of the upper layer.

16.1.3 Rim Instability

In a slipping case, the increasing volume of the rim and, there-
fore, the friction forces slows down the dewetting velocity.
However, the dewetting always prefers a constant dewetting
velocity, which results in a fluctuation in the rim [70].
Disjoining pressure (van der Waals forces) drives materials
from thinner to thicker parts of the rim and tends to enlarge
the fluctuation in the rim. Meanwhile, Laplace pressure would
flatten the fluctuation. The competition between disjoining
pressure and Laplace pressure then determines the stability of
the rim.

When disjoining pressure dominates, materials accumulate
to the thicker parts of the rim, causing a sharp increase in
the resist force locally. The local resist force is so high that
the three-phase line at the thicker parts of the rim can hardly
move. The thinner parts keep the same dewetting velocity by
transferring materials continuously to the pinned sites, leaving
behind the formation of a strip perpendicular to the moving
front of the hole. The formed strips are called fingers [71].
The distance between the fingers, 𝜆f, is a constant after their
maturation:

𝜆f =
(Me𝛾lg|S|

)1∕3 h7∕6
0

M1∕2
(16.18)

where M and Me are the molecular weight of polymer and
molecular weight between entanglements, respectively. Even-
tually these fingers decay into droplets by Rayleigh instability
[72], and the mean diameter (D) of droplets grows linearly with
the initial film thickness h0, D∼ h0 [73].

16.1.4 Factors Affecting the Stability of Polymer Thin
Films

Understanding and controlling the factors causing the instabil-
ity of thin films is of critical importance in obtaining uniform,
continuous, defect-free, and stable coatings. From the point of
view of thermodynamics and kinetics, all the parties involved
in the system influence the stability of the film, including the
nature of polymer chains (molecular weight and interactions
with polymer chains and substrate), the film (thickness, homo-
geneity, the solvent used, the way it is prepared, thermal his-
tory), the substrate (roughness, surface energy, homogeneity)
and the environment (temperature, solvent vapor). For more
details about the stabilization of polymer thin films on a sub-
strate, we draw your attention to a recent review [74].

16.1.4.1 Polymer Chains As the component of a film, the
polymer used surely is vitally important for the stability of the
film. Different types of polymers (homopolymer or copoly-
mer, linear or branched, amorphous or semicrystalline, etc.)
are used to form films according to the designed function of
the film such that the structures of the formed thin films differ
quite a lot. In order to understand the behavior of dewetting,
the simplest polymers (amorphous linear homopolymers,
like polystyrene and poly(methyl methacrylate)) are widely
used as the model systems. As a simplified system, molecular
weight plays a very important role in determining the stability
of the resulted film. When the molecular weight is above the
critical entanglement molecular weight, the entanglement
of molecular chains induces a higher viscosity of the film.
According to Equation (16.12), dewetting velocity is reduced.
Moreover, if the polymer chains have strong affinity to the
substrate, anchored chains forming loops at the surface
of substrate interlock the passing-through chains, which
provides an additional brake on the liquid flow in the region of
greatest thinning. This additional dissipative effect due to the
entanglement coupling may lead to an “effective” viscosity
in the thinned region and thereby prevents the formation of
holes.

Introducing special interactions, such as H-bond and
dipolar and electrostatic interactions, greatly changes the
interactions among polymer chains and with the substrate,
which therefore changes the stability of the film or the dynam-
ics of dewetting. For example, the ionic-end-functionalized
polymer chains, together with the presence of metal counte-
rions, form physical cross-links in the film arresting the hole
opening in the film and greatly slowing down the dewetting
velocity. The same effect could also be achieved by chemical
cross-linking; however, it may cause the loss of desired
properties of the polymer, especially when the thin polymer
film serves as a functional layer in the device.

16.1.4.2 Thin Film As already discussed in the previous
section, the thickness of a thin film has a critical influence on
the stability of the film and also the mechanism of dewetting.
We will not discuss more about it here; but one thing should
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be mentioned here that the glass transition temperature may
be increased or decreased when the thickness of thin film is
below a certain limit, depending on the interaction between
the polymer and the substrate. For example, Tg of polystyrene
(PS) was found to decrease linearly with thickness h≤ 70 nm,
with a reduction of 70 K for a film with h= 29 nm [75]. Tg
of thin PMMA film on silicon with native oxide layer, how-
ever, was found to be slightly higher than the bulk value [76].
The temperature of Tg is of great importance to the dewetting
under thermal stimulation because the polymer films are usu-
ally heated to a temperature above Tg. It allows polymer chains
to gain enough mobility, facilitating the observation of dewet-
ting in a proper time window. Moreover, the morphologies of
dewetted film with thickness less than the radius of gyration of
the polymer may change greatly due to the confinement effect.

Fabrication by solution processing is the main strategic
advantage organic electronics can offer over inorganic
electronics as it allows for the possibility of large-area,
low-cost flexible electronics and manufacture by roll-to-roll
processing [77]. Microscopically, different morphologies of
thin films form because of the different evaporation rates
and the wettabilities of solvents on substrate. Moreover, the
configurations of polymers in the film are determined by the
combination of solubility, boiling point of the solvent, and the
way of preparing the film. Fast evaporation and short thermal
annealing create much more stresses inside the film because
the fast solidification of polymer chains leaves the chains
fixed in nonequilibrium states. The location with concentrated
stresses can be considered as a defect in the film, where the
rupture of the film could be initiated by the release of the
stresses.

Another kind of defect in films is impurities, like small
particles from air and air bubbles originated from the evapo-
ration of solvent. They can lower the potential barrier, causing
the rupture of the thin film by heterogeneous nucleation.
On the other hand, however, the addition of nanoparticles
or nanotubes is found to have the ability to enhance the
stability of polymer thin films. The mechanism of stabi-
lization was hypothesized to be the result of the change of
wettability by modifying the surface of the substrate with
segregated additives and the contact line pinning arose from
the increased interfacial roughness. It means the stabilization
effect of nanoadditives has both thermodynamic (change of
surface energy of substrate) and kinetic (contact line pinning)
contributions. The dispersion state of the additive, which is
related to its surface chemistry, size, and concentration, plays
a key role in the stabilization effect. In order to inhibit and
eventually eliminate the dewetting, additives with smaller
sizes and segregating to the substrate interface seem to
be more efficient. And the amount of additives should be
sufficient to form at least one monolayer at the film–substrate
interface and not too much to form obvious aggregates in
the film.

16.1.4.3 Substrate The properties of interface between
polymer thin film and substrate have a great impact on the

spreading and wetting behavior of the polymer thin film. First,
it depends on the spreading coefficient S of the substrate,
which is related to the chemical composition of the substrate.
As self-assembly techniques have been developed quite well,
it is convenient to modify the surface with different chemical
groups and thus the sign of S and its value. However, it is not
necessary to consider that a negative S must cause a dewetting
of the film as the film may be dynamically stable. Also, dewet-
ting of polymer thin film could happen on the substrate with
a positive S. For example, PMMA is thermal stable on silicon
wafer with a thin layer of native silicon oxide. However, when
the film is exposed to a good solvent of PMMA, like acetone,
dewetting happens [78]. A new interface establishes between
the anchored and movable PMMA chains; and entropy effects
caused the autophobic dewetting on the newly established
interface. Anyway, a strong affinity of polymer to the substrate
is helpful to stabilize the film. Moreover, there should be
enough entanglements between the anchored and the free
chains. Second, the physical roughness of the substrate is also
a critical factor. A big roughness, comparable to or larger
than the thickness of the film, reduces the local thickness
facilitating the rupture of the film. However, both the effects
of accelerating and inhibition of dewetting dynamics caused
by the short-range roughness have been reported.

Furthermore, the chemical- or physical-patterned substrate-
induced dewetting has been proved to be a convenient and
effective way to pattern surface on a micro/nanometer scale
without a lithographic process. About this topic, we draw your
attention to a review article [34].

16.1.4.4 Environment As we know, the dewetting of poly-
mer thin film means the polymer chains gain enough mobil-
ity under thermal or solvent vapor stimulations. Thus, keep-
ing the film at a temperature well below the Tg of polymer
and avoiding the exposure of the film to solvent vapor can
keep the film in a continuous, homogeneous state within a
quite long period, though the film maybe not be thermal sta-
ble. Luckily, most polymers have Tgs above room tempera-
ture, that the polymer thin films could stay homogeneous. In
some applications of polymer thin films, however, exposing to
a high temperature cannot be avoided. Then the physical or
chemical cross-linking can be used to partially or permanently
reduce the mobility of polymer chains, even under elevated
temperatures.

16.2 THIN FILM OF POLYMER BLEND

Assuming a polymer thin film is prepared from a single-solute
solution, three interaction pairs, namely, polymer–solvent,
polymer–substrate, and solvent–substrate, determine the
spreading and the stability of the film. By adding another
polymer into the solution, six interaction pairs contribute to
the final structure of the resulted film, which is much more
complex. On the other hand, in order to get better perfor-
mance or multifunctions, multicomponents (here, we focus
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on polymer mixtures) in different structures are required in
more and more devices. Meanwhile, the sizes of these devices
are getting smaller and thinner, aiming at energy saving and
portability. Therefore, it requires a much better understanding
of the phase behavior of polymer blends in the state of thin
films. As most blends of polymers with high molecular weight
are intrinsically immiscible, phase separation occurs under
appropriate conditions because of the vanishing entropy of
mixing. Phase separation of polymer blends offers the possi-
bility of obtaining various morphologies in thin polymer films,
like bicontinuous structure, islands, and holes by controlling
system parameters such as composition, molecular weight and
architecture, film thickness, solvent and exterior environment
including substrate, pressure, temperature, and external fields.
In this section, we briefly introduce the fundamental theory
of phase separation of polymer blends and the phase behavior
in thin-film state. In the following section, the relationship
between a phase-separated structure and the performance of
devices, taking OSC as the example, is discussed in detail
and we try to give a clue about how to manipulate phase
separation in order to get a better performance.

16.2.1 Fundamentals of Polymer Blends

The change of free energy per segment ΔGm, which is esti-
mated through Gaussian polymer chains on an incompressible
(𝜑A +𝜑B = 1) lattice [79, 80],

ΔGm

kBT
=
𝜑A

NA
ln𝜑A +

1 − 𝜑A

NB
ln(1 − 𝜑A) + 𝜑A(1 − 𝜑A)𝜒

(16.19)
determines the miscibility of two dissimilar linear homopoly-
mers (polymer A and B). In the equation, kB is the Boltzmann
constant, T is the temperature, 𝜑A (𝜑B) is the volume frac-
tion of polymer A (B), NA (NB) is the polymerization degree of
polymer A (B), and 𝜒 is the Flory–Huggins segment–segment
interaction parameter. In general, a positive ΔGm causes the
demixing (phase separation) of the mixture; otherwise, mix-
ing occurs. The first two terms in the right-hand side account
for the combinatorial entropy of mixing ΔSm. ΔSm naturally
increases (ΔSm > 0) as mixing increases the system’s random-
ness, thereby decreasing the free energy of mixing. However,
ΔSm could not be large because of the long chain of polymers
and the entanglement of polymer chains; and ΔSm decreases
with increasing polymerization degree, N. The third term rep-
resents the enthalpy of mixing, ΔHm, and can either increase
or decrease ΔGm depending on the sign of 𝜒 , which is approx-
imated by the following equation [81]:

𝜒 = 1
kBT

[
𝜀AB − 1

2

(
𝜀AA + 𝜀BB

)]
(16.20)

where 𝜀ij is the contact energy between i and j segments (com-
ponents). Negative values of 𝜒 occur for certain types of spe-
cific interactions between A and B, such as hydrogen bonding,
that is, A–B segment–segment pairs on average have a lower

system energy than the sum of A–A and B–B pairs. A posi-
tive value of 𝜒 represents the increase in net system energy
upon forming A–B contact pairs. For example, the mixing of
nonpolar polymers, such as polystyrene (PS) and polyisoprene
(PI), governed solely by dispersive interactions (van der Waals
interactions) is thermodynamically unfavorable, which means
𝜒 ≥ 0 assuming no volume change or preferential segment ori-
entation happens during mixing [82]. In practice, anisotropic
monomer structures may lead to nonrandom segment packing,
which must be absorbed in 𝜒 as an excess entropy of mixing
given by

𝜒 = ℑT−1 + ς (16.21)

where ℑ and ς represent experimentally determined enthalpy
and excess entropy coefficients for a particular composition.
In homopolymer mixtures, ℑ and ς are affected by 𝜑, N, T and
molecular architecture of the component. The phase behavior
can then be predicted with Equation (16.19) based on the stan-
dard criteria for equilibrium, and stability evaluated at constant
temperature and pressure by a phase diagram (take a symmet-
ric case, NA =NB, as the example, as shown in Figure 16.4)
[83]. The solid and dash curves represent the solutions of the
usual equilibrium and stability equations, respectively:

Equilibrium ∶
𝜕ΔGm(𝜑A

′)
𝜕𝜑A

=
𝜕ΔGm(𝜑′′

A )
𝜕𝜑A

(16.22)

Stability ∶
𝜕

2ΔGm

𝜕𝜑
2
A

= 0 (16.23)

Two phases

One phase

Stability

Equilibrium

Critical point

Nucleation and growth

Spinodal decomposition

A B

T

φ

TLCST

TUCST

Figure 16.4 Schematic phase diagram for a symmetric (NA =NB)
binary mixture of linear homopolymers showing the LCST (TLCST)
and UCST (TUCST).
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Nucleation and growth

Spinodal decomposition

d

φ′A φ′A

Figure 16.5 Time evolution of structure in phase-separating binary homopolymer mixtures. Nucleation and growth result when a homo-
geneous mixture is thrust into the metastable region of the phase diagram. Spinodal decomposition occurs when a mixture is placed in a
thermodynamically unstable state.

where 𝜑
′
A and 𝜑′′

A are the two volume fractions of component
A. The region between equilibriums in the phase diagram rep-
resents miscible of the blend. If ℑ is negative and ς is positive,
then a lower critical solution temperature (LCST) may result
depending on the magnitude of N and ς. Phase separation hap-
pens in the blend by increasing T. Positive ℑ and negative ς
always increase 𝜒 and result in an upper critical solution tem-
perature (UCST). However, phase separation will not be trig-
gered by decreasing the temperature because polymer chains
can hardly move at low temperatures.

There have two mechanisms for phase separation: (i)
spinodal decomposition and (ii) nucleation and growth. In the
thermodynamically unstable state (the region enveloped by
the dash line in phase diagram), mixtures phase separate spon-
taneously, resulting in a disordered, bicontinuous two-phase
structure. This behavior is known as spinodal decomposition
(Fig. 16.5). The quench depth 𝜒 s −𝜒 , where 𝜒 s corresponds
to the stability limit (dashed curve in Figure 16.4), controls
the initial size d0 of the spinodal structure. Deeper quench
produces better structures. Almost immediately after the
initiation of bicontinuous pattern, interfacial tension favors
a reduction in surface area by increasing d. However, the
equilibrium morphology can hardly be reached because the
viscosities of the polymer melts are extremely large. The
mixture locating in the region between the equilibrium and
stability in phase diagram is metastable. Phase separation
of a metastable mixture is governed by the mechanism of
nucleation and growth. The nucleation of a new phase in
homogeneous mixtures is triggered only when a free energy
barrier is overcome, which proceeds by diffusion of material
from the supersaturated continuum. Once the composition of
the supernatant reaches equilibrium, the domains of the new
phase increase their size by coalescence or Ostwald ripening;
the latter refers to the growth of large domains through the

absorption of smaller ones. The further growth of the domain
size may be extremely slow because of the low diffusivity
and enormous viscosity of polymers, and may result in wide
distribution of particle sizes.

16.2.2 Phase Separation in Thin Polymer Films

It has been demonstrated that the phase separation of polymer
blend in thin-film state is quite different from that of polymer
blends in bulk, and is much complicated by the presence of the
interfaces of substrate/film and film/air. A miscible blend of
PS/PVME in bulk was even found to undergo phase separation
when the blend is in a state of thin film with its thickness less
than twice the radius of gyration of an unperturbed chain, 2Rg
[84, 85]. Moreover, the temperature for phase separation [84],
the Flory–Huggins parameter 𝜒 [86], and breakup mechanism
[87] could also be different from that in bulk.

The phase-separated structure in thin polymer film is
sensitive to a variety of parameters including substrate (poly-
mer substrate interactions) [88, 89], film thickness [90, 91],
Flory–Huggins parameter 𝜒 [92–94], molecular weight of
polymer [95, 96], component ratio [97], surface tension
of polymer [97], the relevant solvent parameter (polymer
solubility [91, 98] or evaporation speed [99]), addition of
additives [100], and so on. Some general mechanism could
be applied to different systems: (i) the component with lower
surface energy prefers to migrate to the free surface [101],
while the component possessing higher affinity with the sub-
strate would segregate to the substrate interface [102]. Such
preferential segregation is called vertical phase separation,
creating layered structures [103] or gradient distribution [87]
in the thickness direction. While a neutral substrate may cause
a lateral phase separation, in which the phase boundaries are
perpendicular to the surface. Furthermore, a substrate with
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ordered pattern will guide the component with higher affinity
to the corresponding area copying the pattern on the substrate,
thus creating an ordered, instead of random, pattern of phase
separation [83]. (ii) A better compatibility between composi-
tions results in uniform morphologies with smaller size scale
[87, 104]. By changing the values x and y in the PBrxS/PBryS
system, the degree of compatibility of the mixture can be very
well adjusted [105]. It was found that the mixture with better
compatibility preferred to form pore structures with smaller
size scale at the beginning. (iii) The change in molecular
weight also affects the compatibility that a smaller molecular
weight increases the miscibility of polymer blend resulting
in a decreased size of microdomains [96, 106]. Meanwhile,
the difference in surface energy between chain end (𝛾e) and
main chain (𝛾m) groups for a low-molecular-weight polymer
has a dramatic influence on the phase-separated structure. If
𝛾e <𝛾m, the chain end groups are preferentially segregated at
the surface [107, 108]. This effect becomes more remarkable
with the decrease of Mn, due to an increase in the number
density of chain end groups. Furthermore, the molecular
weight affects the movement of polymer chains and therefore
the morphology of phase separation.

As a thin polymer film is usually prepared from a solution
using techniques like spin coating, the solvent plays a critical
role in determining the phase-separated morphology. In
the thin film forming process, phase separation occurs for
immiscible blends with the loss of solvent by evaporation.
The different solubilities of polymers in the casting solvent
causes demixing of the polymers as the solvent evaporates.
The rapid increase in the viscosity of the film captures the
phase-separated structure in place, apparently in a nonequi-
librium state. A component with higher solubility enriches
at the film surface and results in a vertical phase separation
[91, 109]. This effect may then result in a vertical phase
separation with the higher surface-tension component on
top of the film [91, 105]. As for selective solvent, the phase
domain with better solubility is still swollen when the phase
domains of the component with less solubility is solidified.
Further evaporation of the solvent collapses the swollen phase
to a level below that of the vitrified phase and results in relief
structures. For the same kind of solvent, the solvent with
lower vapor pressure will take a longer time to reach polymer
solidification; therefore, the phase separation process is closer
to the thermodynamic equilibrium state [110].

16.3 THE INTRODUCTION OF POLYMER BLEND
FILM IN SOLAR CELLS

Polymer blend film usually not only possesses excellent
properties of each single composition but also presents some
extra functions that are related to the micro- and nanostruc-
tures of the polymer blend film. Therefore, researching on
different structures, discussing the relationship between the
morphology and property of blend film consciously is of
great importance in polymer science. The phase separation of

all-conjugated polymer blend system is one of the important
fields in polymer science. From the basic research perspective,
it is well worth illustrating the effect of rigid polymer chain
on the phase-separation mechanism of polymer film; in
addition, the competitive relationship between crystallization
and phase separation also needs further debate. From the
applied perspective, conjugated polymer is an important
constituent to fabricate TFT, OSCs, and so on. It is easy to
achieve some new photoelectric property and to improve the
efficiency and stability of photoelectric devices effectively
through blending conjugated polymers [111, 112]. As a
result, relations between phase separation and photovoltaic
properties of conjugated polymer blend system are not only
the requisites for development of discipline but also have a
definite application prospect.

In the following, we try to illustrate the strategies for
adjusting phase-separated structures using OSCs as the
example, which have received much attention because they
have potential advantages over other solar energy technolo-
gies [113], such as mechanical flexibility, light weight, and
low cost. As well known, the morphology of active layer
based on organic materials has a profound influence on the
device performance. Organic semiconductor thin films show
high-absorption coefficients exceeding 105 cm−1 and high
charge-carrier mobility [114, 115]. The electronic band gap of
organic semiconductors also could be engineered by chemical
synthesis [116]. Recently, the power conversion efficiency
(PCE) for all polymer blend systems has exceeded 4.0%;
this is the highest reported in literatures [117]. While the
PCE could reach to as high as 5.20% reported by Polyera
Corporation when it adopted ActivInk PV2400 as p-type
material and ActivInk NV 2400 as n-type material.

The nanomicrostructure of active layer in all-polymer
thin-film solar cells plays a crucial role in determining the
PCE. There are four physical processes in the power conver-
sion of all-polymer solar cells, as shown in Figure 16.6: photon
absorption, exciton diffusion, dissociation of charge-transfer
states, charge-carrier transport, and collection. These pro-
cesses are controlled by the order of bulk heterojunction,
the domain size and purity, the structure of phase separation
and the diffused structure at the interface. For example, the
domain size should be less than 20 nm so that the exciton can
diffuse to the interface. The important premise for enhance-
ment of charge-transfer state dissociation and charge-carrier
transport is to promote the domain purity and molecular
order within domains. To ensure the charge-carrier transport,
improve the charge-collection efficiency and decrease charge
recombination at the electrode interface, the active layer
should be bicontinuous for donor and acceptor, which in
turn enhances internal quantum efficiency and short-circuit
current and decreased device series resistor. The performance
of organic photovoltaic devices can be greatly improved by
optimizing the nanomicrostructure of the active layer. Ther-
mal annealing and cosolvents/additives are effective methods
to change morphology and promote device performance of
polymer solar cells. For example, in poly(3-hexylthiophene)
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Figure 16.6 Four physical processes in the power conversion of all-polymer solar cells: photon absorption, exciton diffusion, dissociation of
charge-transfer states, and charge-carrier transport and collection.

(P3HT): poly[9,9-dioctylfluorene-2,7-diyl-alt-N,N′-dihexyl-
1,4,5,8-naphthalene diimide-2,6-diyl](PF-NDI) blend sys-
tem, 1,8-octanedithiol (DIO) was employed to promote
the self-assembly of P3HT and to decrease the domain
sizes. The enhancement of photon absorption efficiency
and exciton diffusion efficiency led to the improvements
of device short-circuit current from 2.02 to 3.63 mA/cm2

and device performance from 0.76 to 1.63% [118]. Friend
et al. chose 4-bromoanisole (BrAni) as solvent additive,
which prefers to dissolve donor polymer rather than accep-
tor polymer, to promote the polymer self-assembly and
construct an interpenetrating structure, which would facil-
itate charge-carrier transport and decrease charge-carrier
recombination. The short-circuit current improved from
0.53 to 4.32 mA/cm2 and the fill factor also improved
from 21.71 to 33.74 [119]. Applying thermal annealing at the
temperature above both glass transition temperatures of P3HT:
poly[2,7-(9,9-didodecylfluorene)-alt-5,5-(4′,7′-bis(2-thienyl)-
2′,1′,3-benzothiadiazole)] (PF12TBT), the increased polymer
molecular movement led to the diffusion of molecules deviat-
ing from different phases, promoting the phase purification.
The increased domain purity led to improved charge-transfer
state dissociation and decreased charge-carrier nongeminate
recombination and therefore the increase of short-circuit
current from 0.8 to 2.0 mA/cm2 [120].

In the following, we show in detail the strategies to improve
the performance of all-polymer photovoltaic cells, which is
directly related to the nanostructures of phase separation in
active layer, in four aspects: (i) Establish interpenetrating
network structure by controlling phase separation, (ii) control
the domain size and purify the domains, (iii) adjust the
diffused structure at the interface between donor and acceptor,
(iv) and construct the relationship between film morphology
and device performance.

16.3.1 Establish Interpenetrating Network Structure
by Controlling Phase Separation

The bicontinuous pathways formed by donor and acceptor
materials in OSCs will ensure the separation of charge-transfer

(CT) state and transportation of free charges, while the for-
mation of island-type phase-separated structure will induce
the increase of nongeminate charge-recombination rate
and space-limited charge density. Therefore, establishing
a donor/acceptor interpenetrating network that facilitates
effective charge transport is the necessary prerequisite to
fabricate high-efficiency photovoltaic cells.

The researches on the model of polymer blends suggest
two types of phase-separation mechanisms: the nucleation
and growth type and the spinodal decomposition type. The
nucleation and growth type of phase separation takes place in
the metastable system producing island-like structures, while
the spinodal decomposition undergoes within the unstable
system, signified by a bicontinuous morphology. The basic
phase diagram for polymer/polymer blends system indicates
that the achievement of the unstable region by adjusting blend
ratio 𝜓 and treatment temperature T is the prerequisite for
the bicontinuous morphology of phase separation. In the
case of amorphous/amorphous polymer blends model, for
example, poly(styrene)(PS)/poly(vinylmethylether)(PVME)
blend system, with 20% PS weight ratio corresponding to the
critical composition under critical temperature, was annealed
under vacuum at critical temperature for 17 min and then mod-
erately quenched in the two-phase region of the phase diagram
(Fig. 16.7. The post-treatment finally induced a bicontinuous
spinodal pattern. When the weight ratio of PS was less than
20%, an island-like phase-separated structure formed [121].
In the case of crystalline/amorphous polymer blends, there is
competition between the crystallization and phase-separation
process. Therefore, the phase-separation behavior for such
a model is more complex. In order to study the relationship
between the crystallization and phase-separation process,
Shiomi et al. effectively controlled the crystallization of
polyethylene glycol (PEG) before or after liquid–liquid
phase-separation process for PEG/polymethyl methacrylate
(PMMA) blends by single quenching or double quenching
[122]. The crystallization of PEG would occur simultane-
ously with liquid–liquid phase separation (LLPS) when the
sample was directly quenched to crystallization temperature
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Figure 16.7 (a) Schematic phase diagram of deuterated PS and PVME. The top horizontal lines indicate the two-phase annealing temperature,
the middle horizontal line indicates the reverse temperature jump, while the bottom horizontal line indicates the temperature where AFM
measurements were performed. (b) AFM image of PS/PVME film at near-critical composition (ΦPS = 0.20) after annealing into the two-phase
region of the phase diagram for 17 min at 160 ∘C. (c) AFM image of PS/PVME film at near-critical composition (ΦPS = 0.10) after annealing
into the two-phase region of the phase diagram for 17 min at 160 ∘C. Erni [121]. Reproduced with permission of John Wiley and Sons.

(single quench). The heterogeneous nucleation was induced
by the concentration fluctuation and the crystallization rate
increased apparently, thus facilitating the formation of poly-
mer blend film with high crystallinity. The crystallization of
PEG would occur after LLPS when isothermal crystallization
was carried out via isothermal step for LLPS (double quench).
In this case, the restricted size of the phase-separated domain
depresses the crystallization rate, thus forming a polymer
blend film with low crystallinity (Fig. 16.8).

In the case of crystalline/crystalline blends, the driving
force of phase separation is usually lower than that of the
crystallization process. Therefore, the crystallization process
is always prone to induce phase separation. The study focused
on the crystalline polymer/fullerene blend system that has
been intensively investigated. Considering that fullerene
is a small molecule, ΔGm for this blend system is quite
low, thus tending to form a uniform mixing structure. Only
when the crystallization process occurs in either component,
could a distinct phase-separated structure form. Taking
poly(3-octylthiophene) (P3HT)/[6,6]-phenyl C61-butyric acid
methyl ester (PCBM) as an example, with volatilization of sol-
vent, the crystallization of P3HT occurred before the aggrega-
tion of PCBM; thus, the phase-separation process was induced
by crystallization rather than spinodal decomposition, as
shown in Figure 16.9 [123]. Because both components could
crystallize, the relationship between the crystallization and
phase-separation process is interdependent and interactional.
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Figure 16.8 Phase diagram of i-PMMA/PEG blends. The filled cir-
cles are experimental cloud points obtained by light scattering mea-
surements. The open triangles and squares are equilibrium melting
temperatures Tm for single quench and double quench, respectively,
obtained by extrapolation of the Hoffman–Weeks plots. Arai [122].
Reproduced with permission of Elsevier.
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Figure 16.9 Scheme shows the stages of molecular arrangement during solvent evaporation with nucleation at the substrate or air interface.
Lines represent P3HT chains, squares are crystalline P3HT domains, and dots are PCBM molecules. Schmidt-Hansberg [123]. Reproduced
with permission of American Chemical Society.

On the one hand, the crystallization of P3HT could induce
phase separation. Because PCBM molecules are dispersed in
P3HT amorphous domain, part of the PCBM molecules will
spread out when P3HT polymer chains turn from random to
ordered arrangement. On the other hand, P3HT crystalline
network will restrict the growth of PCBM aggregates and
suppress the formation of large-sized PCBM aggregates, thus
inhibiting the extent of phase separation [124, 125].

In the crystalline/crystalline polymer blends, the interac-
tion between polymer chains depends on molecular structure;
thus, the phase-separation behavior is much more complex.
Generally, the energy barrier for phase separation is higher
than that of crystallization. Therefore, the crystallization
process always occurs first [126]. With the growth of crystals,
the concentration fluctuation will become even larger at the
growth interface of crystals. Meanwhile, the driving force of
phase separation will become large, thus initiating the phase
separation [127]. In the conjugated polymer blend system, the
molecular rigidness results in entanglement among polymer
chains that restrict the migration ability of the polymer.
Therefore, the self-assembly of the conjugated polymer is
quite weak. In this case, the thermodynamic drive force, rather
than the crystallization process, is the dominant factor in the
phase-separation process. When the solubility parameter is
similar between polymers, phase separation for this polymer
blend system will not occur. For example, spin-coated film of
P3HT/poly((9,9-dioctyfluorene)-2,7-diyl-alt-[4,7-bis(3-hexy-
lthien-5-yl)-2,1,3-benzothiadiazole]-2′,2′′-diyl) (F8TBT)
blends is well mixed. On the contrary, when the solubility
parameters are quite different, P3HT/poly[2,7-(9,9-didodecyl-
fluorene)-alt-5,5-(4′,7′-bis(2-thienyl)-2′,1′,3-benzothiadiazo-
le)] (PF12TBT) blends, for example, the interaction between
polymers will induce local concentration fluctuation, resulting
in spinodal decomposition. The molecule diffusion between
phase domains (uphill diffusion) induces occurrence of the
nucleation process. In other words, the phase separation
occurs first and then induces the crystallization process.

Up to now, the study about phase-separation theory
is mainly focused on amorphous/amorphous polymer
blend and crystalline/amorphous polymer blend models.
There is still lack of systemically theoretical guidance and
support for crystalline/crystalline polymer blend models.
Therefore, the establishment of the phase-separation theory

for all-conjugated-polymer systems is of great importance
for the balance of competition between crystallization and
phase separation, construction of bicontinuous structure, and
regulation of film crystallinity and domain purity.

16.3.2 Control the Domain Size and Purify of the
Domains

Domain size plays a crucial role in determining exciton-disso-
ciation efficiency and charge-collection efficiency. With
domain size decreasing, the interfacial area between the
donor and acceptor increases, which will effectively facilitate
exciton dissociation. However, small domain size will sup-
press the charge-collection efficiency resulting from the
increased opportunity of geminate recombination in the
transport process. Consequently, domain size should be
proper so as to facilitate exciton dissociation and charge
collection at the same time [128]. It is believed that a domain
size of 10–20 nm could effectively promote the PCE of pho-
tovoltaic solar cells. In an all-polymer system, the interaction
between polymers can hardly be controlled. Due to the large
molecular weight, polymers exhibit high compatibility when
the interaction between repeating units of each polymer is
small; the phase separation can hardly appear, as a result of
the difficulty in chain movement. On the contrary, polymers
exhibit poor compatibility when the interaction between
repeated units is so large that the tendency of macro-sized
phase separation can appear. As a result, it is important
to control the degree of phase separation by adjusting the
dynamics and thermodynamic of film solidification. At
present, the way to adjust the domain size of the all-polymer
system is to control the dynamics of film solidification. By
choosing a solvent with proper boiling point, the time for
polymer movement could be controlled, allowing to gain
different nonequilibrium states and thus the domain size.
Mori et al. employed solvents with various boiling points to
prepare the films of PF12TBT and P3HT and the domain
size increased with the increasing boiling point, as shown in
Figure 16.10. The films cast from O-dichlorobenzene and
chlorobenzene exhibited large domain sizes and their PCEs
were merely 1.0%. The film cast from chloroform exhibited
nano-sized phase-separated domains that facilitate exciton
dissociation and charge collection and its PCE could reach to
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Figure 16.10 (1) Tapping-mode AFM phase images of P3HT/PF12TBT blend films spin coated from (a and d) DCB, (b and e) CB, and
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fabricated by spin coating from CF. Mori [129]. Reproduced with permission of American Chemical Society.

2.0% [129]. Using a cosolvent is another effective method to
control film solidification. Zhou et al. found that the device
efficiency could be improved by incorporation of chloroform
into toluene. When chloroform was introduced, the movement
time of polymer molecules decreased and the interpenetrating
morphology with small domain size was formed, which led to
the improvement of PCE from 1.85 to 2.23% [130].

Phase-separated hierarchical structures commonly exist
in the solution-processing polymer blend system. Due to the
chain entanglement among polymer molecules in polymer
blend, the ability of molecular diffusion is limited. In the
process of phase separation, partial molecules exist in a
different phase, leading to the formation of phase-separated
hierarchical structures. In addition, the self-organization of
polymer molecules are inhibited resulting from the appearance
of different polymer molecules, which lead to the decreased
ability of crystalline-induced phase separation and enhance
the possibility of hierarchical phase separation. The hierar-
chical phase separation will be detrimental for charge-carrier
transport because of the increased possibility of geminate
recombination in the process of charge-carrier transport.
At present, the purification of domains can be achieved by
promoting diffusion of polymer molecules deviating from
a different phase. In PF12TB and P3HT blend system,

the aggregation of donor and acceptor decreases the phase
purification. Applying thermal annealing at a temperature
above the glass transition temperatures of both polymers, the
increased polymer molecular movement leads to the diffusion
of molecules deviating from a different phase and promotes
the phase purification. The fluorescent-quenching efficiency
decreases from 83 to 55% and the short-circuit current
increases from 0.8 to 2.0 mA/cm2. Besides, enhancement of
polymer crystallinity can promote the phase purification. Lam
et al. prepared P3HT nanofibers by incorporating F8BT into
the aged P3HT/p-xylene solution and found the crystallinity
of P3HT nanofibers was greatly increased. It decreases the
diffusion of F8BT molecules, promotes the phase purification
and leads to enhanced the short-circuit current from 0.029 to
0.291 mA/cm2. The PCE could reach to 0.055% [131].

At present, it is rare to control domain purification by
adjusting film dynamics and thermodynamic state. The
researches on domain purification mainly focus on process
methods, such as emulsion processing and nanoimprinting
[132, 133]. However, those methods are fussy and complicated
and therefore inadaptable for commercialization of solar cells.
As a result, it is crucial to promote the domain purification
by controlling the crystallization and phase separation of
polymers in all-polymer solar cells.
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16.3.3 Adjust the Diffused Structure at the Interface
Between Donor and Acceptor

In an all-polymer system, the excitons generate in the donor
phase after the absorption of photons in active layer and then
transform to the charge-transfer state, which will dissociate
into free charge or recombine geminately. Those two pro-
cesses compete with each other. A promoted efficiency of
OSCs requires the inhibition of geminated recombination
and the transformation of more excitons into free charges
[134, 135].

Based on simulation, Lyons et al. studied the influence of
interfacial diffusion on the efficiency of charge collection.
Due to the high molecular disorder in the high-diffused inter-
face, charge-carrier transport decreased and the possibility
of geminated recombination increased by 50% compared
to that of low-diffused interface [136]. However, the inter-
face between donor and acceptor tends to form a diffused
structure resulting from the interentanglement and low
crystallinity of polymer molecules. The diffused structure,
which increases drawbacks in the films, could decrease
the charge-carrier transfer and increase the possibility of
geminated recombination. At present, the main methods to
adjust interface include promoting crystallinity of donor
or acceptor and nonequilibrium processing. The increased
crystallinity can inhibit the diffusion of different polymer
molecules into crystalline domain and, in turn, restrain the
diffused interface. From the theoretical analysis, McNeill
holds that the interfacial diffusion can be prevented by
using crystalline or semicrystalline polymers because of the
high ability of self-organization [137]. Liu et al. employed
4-bromoanisole, which had different solubilities for P3HT and
acceptors, as the solvent additive to promote the crystallinity
of P3HT. With the increasing ratio of additive, crystallinity of
P3HT had a gradual enhancement, which led to a decreased
interfacial diffusion. For the blends of P3HT/F8TBT and
P3HT/PCDTBT, their PCEs improved from 0.1 to 0.33%
and from 1.23 to 1.33%, respectively. In the nonequilibrium
process, the movement of polymer molecules can hardly
reach the equilibrium state and the diffused interface can be
inhibited [119]. McNeill et al. prepared the apparent interface
by a two-step method, in which F8BT and PFB were made
into bilayer structures. Thermal annealing enhanced the

molecular diffusion and therefore expanded the interfacial
width, which improved the number of exciton dissociation by
200%. However, the efficiency of charge collection decreased
from 36.7 to 24.9% [137]. As a result, it is crucial to inhibit the
diffusion at the interface between donor and acceptor in order
to enhance the device efficiency, as shown in Figure 16.11.

16.3.4 Construct the Relationship Between Film
Morphology and Device Performance

There is a close relationship between the morphology
of active layers and performance (physical processes) of
conjugated-polymer-based photovoltaic cells, which is quite
important for the further performance improvement. The
morphological characteristics include ordered packing of
donor/acceptor materials, domain size, phase-separation
structure and interfacial diffusion structure, while physical
processes include exciton diffusion, charge-transfer state
separation, lifetime of charge carrier, and carrier mobility.

In the polymer blend film, the level of ordered packing
determines the efficiency of photon absorption and the
diffusion length of exciton. When the crystallinity of polymer
is comparatively strong, the diffusion length of excitons and
the absorption efficiency of photons increase, facilitating the
improvement of short-circuit current. Besides, the level of
ordered packing has a great impact on charge transport. For
example, the amorphous part in donor phase will induce the
formation of hole-traps that restrict charge-transport process.
Because the 𝜋–𝜋 stacking of donor molecules determines
the distribution of HOMO energy level to some extent, the
decreased 𝜋–𝜋 stacking will broaden the distribution of
HOMO energy levels, thus increasing the rate of deep HOMO
energy level distribution (the deeper the HOMO level, the
easier for hole to be trapped) [138]. The domain size and
phase-separated structure determine the efficiencies of exciton
diffusion and charge transport. Phase separation with small
domain size will facilitate the diffusion of exciton toward the
interface, the formation of charge-transfer state, and therefore
the separation into free charges. If the domain size is much too
small, the recombination rate of non-geminate charges in the
carrier transport process will increase, thus restricting carrier
transport. On the other hand, large domain size will benefit the
carrier transport process. However, the limited interfacial area
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is adverse to exciton diffusion and separation. The phase sepa-
ration of blended film usually includes bicontinuous structure
and island-like structure. The bicontinuous pathways formed
by donor/acceptor materials establish a direct transportation
path for electron/hole to their corresponding collection
electrode, while the island-type phase separation increases the
non-geminate charge recombination rate and then increases
space-limited charge density. What is more, domain purity
also has a great influence on carrier transport. The impurity
domain will increase the charge-carrier recombination rate.
In systems of all-conjugated polymer blends, when excitons
diffuse to the donor/acceptor interface, electron transfer
from acceptor materials to donor materials occurs and the
charge-transfer state is formed. A part of the charge-transfer
states separates into free carriers, while another part recom-
bines into ground states or triplet states. In order to improve
device performance, much more free charges should be
formed and the recombination of charge-transfer states must
be suppressed. Finally, the diffusion structure existing in the
donor/acceptor interface leads to the molecular-scale mixing.
The diffusion structure impedes the formation of pure ordered
aggregates. Therefore, the ionization potential will not
migrate toward the lower position (the electron affinity will
not migrate toward the higher position). Analyzed by thermo-
dynamics, the diffusion structure will not supply much more
driving force for the separation of the charge-transfer state.

16.4 SUMMARY AND OUTLOOK

It has been demonstrated in many areas that material structures
play a critical role in determining corresponding functions.
Therefore, the control of shape, size, distribution, homogene-
ity, and stability of the micro- and nanostructures is important
for both basic research and applications. For example, in
OFET, the functional layer needs to be continuous and
stable. Also, a proper phase-separated structure of conjugated
polymer blend is the core issue for higher performance of
OSCs. To further improve the device performance, however,
carefully designed new materials are needed. For example,
the development of donor polymers in OSCs with enhanced
optical absorption in the red or near- infrared part of the
solar spectrum is one of the main targets for enhancing
cell efficiency. In addition, the structure of the polymer
molecule is also very important as it affects the assembled
structures, which in turn have a strong influence on the device
performance, such as carrier mobility and photon absorption.
In order to gain the designed function or to enhance the device
performance, the careful design should start from the smallest
unit, the molecule, which affects the assembled nano- and
microstructures and therefore the functions.

REFERENCES

1. Cowie JMG. Polymers: Chemistry and Physics of Modern
Materials. New York: Chapman and Hall; 1991.

2. Singh J, Agrawal KK. Polymeric materials for contact lenses. J
Macromol Sci: Rev Macromol Chem Phys 1992;32:521–534.

3. Helgesen M, Søndergaard R, Krebs FC. Advanced materials
and processes for polymer solar cell devices. J Mater Chem
2010;20:36–60.

4. Lu G, Usta H, Risko C, Wang L, Facchetti A, Ratner MA,
Marks TJ. Synthesis, characterization, and transistor response
of semiconducting silole polymers with substantial hole mobil-
ity and air stability. Experiment and theory. J Am Chem Soc
2008;130:7670–7685.

5. Armstrong NR, Wang W, Alloway DM, Placencia D, Ratcliff
E, Brumbach M. Organic/organic heterojunctions: organic light
emitting diodes and organic photovoltaic devices. Macromol
Rapid Commun 2009;30:717–731.

6. Li X, Yu XH, Han YC. Polymer thin films for antireflection
coatings. J Mater Chem C 2013;1:2266–2285.

7. Krebs FC. Fabrication and processing of polymer solar cells:
A review of printing and coating techniques. Sol Energy Mater
Sol Cells 2009;93:394–412.

8. Keddie JL, Jones RAL, Cory RA. Size-dependent depression of
the glass transition temperature in polymer films. Europhys Lett
1994;27:59.

9. Tanaka K, Taura A, Ge SR, Takahara A, Kajiyama T. Molec-
ular weight dependence of surface dynamic viscoelastic prop-
erties for the monodisperse polystyrene film. Macromolecules
1996;29:3040–3042.

10. Kajiyama TK, Tanaka A. Surface molecular motion of
the monodisperse polystyrene films. Macromolecules
1997;30:280–285.

11. Tsui OKC, Zhang HF. Effects of chain ends and chain entangle-
ment on the glass transition temperature of polymer thin films.
Macromolecules 2001;34:9139–9142.

12. Grohens Y, Hamon L, Reiter G, Soldera A, Holl Y. Some
relevant parameters affecting the glass transition of supported
ultra-thin polymer films. Eur Phys J E 2002;8:217–224.

13. Tanaka K, Tsuchimura Y, Akabori K, Ito F, Nagamura T. Time-
and space-resolved fluorescence study on interfacial mobility of
polymers. Appl Phys Lett 2006;89:061916.

14. Si L, Massa MV, Dalnoki-Veress K, Brown HR, Jones RAL.
Shear deformation in thin free-standing polymer films as a
probe of entanglement in confined systems. Phys Rev Lett
2005;94:127801.

15. Aoki H, Morita S, Sekine R, Ito S. Conformation of sin-
gle poly(methyl methacrylate) chains in an ultra-thin film
studied by scanning near-field optical microscopy. Polym J
2008;40:274–280.

16. Binder K. Phase transitions in reduced geometry. Annu Rev
Phys Chem 1992;43:33–59.

17. Kraus J, MÄuller-Buschbaum P, Kuhlmann T, Schubert DW,
Stamm M. Confinement effects on the chain conformation in
thin polymer films. Europhys Lett 2000;49(2):210–216.

18. Baschnagel J, Varnik F. Computer simulations of supercooled
polymer melts in the bulk and in confined geometry. J Phys Con-
dens Matter 2005;17:R851–R953.

19. Alcoutlabi M, McKenna GB. Effects of confinement on material
behaviour at the nanometre size scale. J Phys Condens Matter
2005;17:R461.

20. Forrest JA, Dalnoki-Veress K. The glass transition in thin poly-
mer films (PDF). Adv Colloid Interface Sci 2001;94:167–195.

21. Roth CB, Dutcher JR. Soft Condensed Matters: Structure and
Dynamics. New York: Dekker; 2004.

22. Kargupta K, Konnur R, Sharma A. Instability and pattern for-
mation in thin liquid films on chemically heterogeneous sub-
strates. Langmuir 2000;16:10243–10253.



�

� �

�

314 MORPHOLOGY CONTROL OF POLYMER THIN FILMS

23. Russell TP. X-ray and neutron reflectivity for the investigation
of polymers. Mater Sci Rep 1990;5:171–271.

24. Akpalu YA, Karim A, Satija SK, Balsara NP. Suppression of
lateral phase separation in thin polyolefin blend films. Macro-
molecules 2001;34:1720–1729.

25. Krausch G. Surface induced self assembly in thin polymer films.
Mater Sci Eng, R 1995;14:1–94.

26. Vrij A. Possible mechanism for the spontaneous rupture of thin,
free liquid films. Discuss Faraday Soc 1966;42:23–33.

27. Brochard-Wyart F, Daillant J. Drying of solids wetted by thin
liquid films. Can J Phys 1990;68:1084–1088.

28. Reiter G. Dewetting of thin polymer films. Phys Rev Lett
1992;68:75–78.

29. Reiter G. Unstable thin polymer films: rapture and dewetting
process. Langmuir 1993;9:1344–1351.

30. Reiter G. Dewetting as a probe of polymer mobility in thin films.
Macromolecules 1993;27:3046–3052.

31. Herminghaus S, Jacobs K, Mecke K, Bischof J, Fery A,
Ibn-Elhaj M, Schlagowski S. Spinodal dewetting in liquid crys-
tal and liquid metal films. Science 1998;282:916–919.

32. Xie R, Karim A, Douglas JF, Han CC, Weiss RA. Spin-
odal dewetting of thin polymer films. Phys Rev Lett
1998;81:1251–1254.

33. Meredith JC, Smith AP, Karim A, Amis EJ. Combinatorial
materials science for polymer thin film dewetting. Macro-
molecules 2000;33:9747–9756.

34. Xue LJ, Han YC. Pattern formation by dewetting of polymer
thin film. Prog Polym Sci 2011;36:269–293.

35. Seemann R, Herminghaus S, Jacobs K. Dewetting pat-
terns and molecular forces: a reconciliation. Phys Rev Lett
2001;86:5534–5537.

36. Ruckenstein E, Jain RK. Spontaneous rupture of thin liquid
films. J Chem Soc, Faraday Trans 2 1974;70:132–147.

37. Mitlin VS. Dewetting of solid surface: analogy with spin-
odal decomposition. J Colloid Interface Sci 1993;156:
491–497.

38. Mitlin VS. On dewetting conditions. Colloids Surf, A
1994;89:97–101.

39. Sharma A, Khanna R. Pattern formation in unstable thin liquid
films under the influence of antagonistic short- and long-range
forces. J Chem Phys 1999;110:4929–4936.

40. Reiter G, Sharma A, Khanna R, Casoli A, David M. The
strength of long-range forces across thin liquid films. J Colloid
Interface Sci 1999;214:126–128.

41. Xue LJ, Cheng ZY, Fu J, Han YC. Dewetting behavior of
polystyrene film filled with (C6H5C2H4NH3)(2)PbI4. J Chem
Phys 2008;129:054905.

42. Reiter G, Hamieh M, Damman P, Sclavons S, Gabriele S,
Vilmin T, Raphaël E. Residual stresses in thin polymer films
cause rupture and dominate early stages of dewetting. Nat Mater
2005;4:754–758.

43. Vix ABE, Müller-Buschbaum P, Stocker W, Stamm M,
Rabe JP. Crossover between dewetting and stabilization
of ultrathin liquid crystalline polymer films. Langmuir
2000;16:10456–10462.

44. Akhrass SA, Reiter G, Hou SY, Yang MH, Chang YL, Chang
FC, Wang CF, Yang ACM. Viscoelastic thin polymer films
under transient residual stresses: two-stage dewetting on soft
substrates. Phys Rev Lett 2008;100:178301/1-4.

45. Reiter G. Dewetting of highly elastic thin polymer films. Phys
Rev Lett 2001;87:186101/1-4.

46. Damman P, Baudelet N, Reiter G. Dewetting near the glass
transition: transition from a capillary force dominated to a dis-
sipation dominated regime. Phys Rev Lett 2003;91:216101/1-4.

47. de Gennes PG. Wetting: statics and dynamics. Rev Mod Phys
1985;57:827–863.

48. Redon C, Brochard-Wyart F, Rondelez F. Dynamics of dewet-
ting. Phys Rev Lett 1991;66:715–718.

49. Brochard F, de Gennes PG, Hervert H, Redon C. Wetting and
slippage of polymer melts on semi-ideal surfaces. Langmuir
1994;10:1566–1572.

50. Redon C, Brzoka JB, Brochard-Wyart F. Dewetting and
slippage of microscopic polymer films. Macromolecules
1994;27:468–471.

51. Barrat JL, Bocquet L. Large slip effect at a nonwetting
fluid-solid interface. Phys Rev Lett 1999;82:4671–4674.

52. Pit R, Hervet H, Léger L. Direct experimental evidence of
slip in hexadecane: Solid interfaces. Phys Rev Lett 2000;
85:980–983.

53. de Gennes PG. Viscometric flows of entangled polymers. C R
Acad Sci, Ser B 1979;228:219–227.

54. Schmatko T, Hervet H, Léger L. Friction and slip at simple
fluid-solid interfaces: The roles of the molecular shape and the
solid–liquid interaction. Phys Rev Lett 2005;94:244501/1-4.

55. Cho JHJ, Law BM, Rieutord F. Dipole-dependent slip of New-
tonian liquids at smooth solid hydrophobic surfaces. Phys Rev
Lett 2004;92:166102/1-4.

56. Zhu Y, Granick S. Limits of the hydrodynamic no-slip boundary
condition. Phys Rev Lett 2002;88:106102/1-4.

57. Kunert C, Harting J. Roughness induced boundary slip in
microchannel flows. Phys Rev Lett 2007;99:176001/1-4.

58. Cottin-Bizonne C, Barrat JL, Bocquet L, Charlaix E.
Low-friction flows of liquid at nanopatterned interfaces.
Nat Mater 2003;2:237–240.

59. Xu L, Sharma A, Joo SW. Substrate heterogeneity induced
instability and slip in polymer thin films: Dewetting on
silanized surfaces with variable grafting density. Macro-
molecules 2010;43:7759–7762.

60. Tretheway DC, Meinhart CD. A generating mechanism for
apparent fluid slip in hydrophobic microchannels. Phys Fluids
2004;16:1509–1515.

61. Hendy SC, Lund NJ. Effective slip lengths for flows over sur-
faces with nanobubbles: The effects of finite slip. J Phys Con-
dens Matter 2009;21:144202/1-4.

62. de Gennes PG. On fluid/wall slippage. Langmuir 2002;18:
3413–3414.

63. Segalman RA, Green PF. Dynamics of rims and the onset of
spinodal dewetting at liquid/liquid interfaces. Macromolecules
1999;32:801–807.

64. Harris M, Appel G, Ade H. Surface morphology of annealed
polystyrene and poly(methyl methacrylate) thin film blends and
bilayers. Macromolecules 2003;36:3307–3314.

65. Xue LJ, Hu BH, Han YC. Effect of interfacial roughness on
dewetting behavior of polystyrene/poly(methyl methacrylate)
bilayer film. J Chem Phys 2008;129:214902/1-6.

66. Brochard-Wyart F, Martin P, Redon C. Liquid/liquid dewetting.
Langmuir 1993;9:3682–3690.

67. Limary R, Green PF. Dynamics of droplets on the surface
of a structured fluid film: late-stage coarsening. Langmuir
2003;19:2419–2424.

68. Lambooy P, Phelan KC, Haugg O, Krausch G. Dewetting at the
liquid–liquid interface. Phys Rev Lett 1996;76:1110–1113.



�

� �

�

REFERENCES 315

69. Wang C, Krausch G, Geoghegan M. Dewetting at a
polymer−polymer interface: Film thickness dependence.
Langmuir 2001;17:6269–6274.

70. Reiter G, Sharma A. Auto-optimization of dewetting rates
by rim instabilities in slipping polymer films. Phys Rev Lett
2001;87:166103/1-4.

71. Brochard-Wyart F, Redon C. Dynamics of liquid rim instabili-
ties. Langmuir 1992;8:2324–2329.

72. Besancon BM, Green PF. Moving fronts in entangled polymeric
films. Phys Rev E 2004;70:051808/1-8.

73. Rayleigh L. On the instability of jets. Proc London Math Soc
1878;10:4–13.

74. Xue LJ, Han YC. Inhibition of dewetting of thin polymer films.
Prog Mater Sci 2012;57:947–979.

75. Forrest JA, Dalnoki-Veress K, Stevens JR, Dutcher JR. Effect of
free surfaces on the glass transition temperature of thin polymer
films. Phys Rev Lett 1996;77:2002–2005.

76. Keddie JL, Jones RAL, Cory RA. Interface and surface effects
on the glass-transition temperature in thin polymer films. Fara-
day Discuss 1994;98:219–230.

77. Newby C, Lee J-K, Ober CK. The solvent problem: Redissolu-
tion of macromolecules in solution-processed organic electron-
ics. Macromol Res 2013;21(3):248–256.

78. Xue LJ, Han YC. Autophobic dewetting of a poly(methyl
methacrylate) thin film on a silicon wafer treated in good solvent
vapor. Langmuir 2009;25:5135–5140.

79. Flory PJ. Thermodynamics of high polymer solutions. J Chem
Phys 1942;10:51–61.

80. Huggins M. Theory of solutions of high polymers. J Am Chem
Soc 1942;64:1712–1719.

81. Flory PJ. Principles of Polymer Chemistry. Ithaca, NY: Cornell
University Press; 1953.

82. Bastes FS. Polymer–polymer phase behavior. Science
1991;251:898–905.

83. Xue LJ, Zhang JL, Han YC. Phase separation induced
ordered patterns in thin polymer blend films. Prog Polym Sci
2012;37:564–594.

84. Tanaka K, Yoon J-S, Takahara A, Kajiyama T. Ultrathinning-
induced surface phase separation of polystyrene/poly(vinyl
methyl ether) blend film. Macromolecules 1995;28:934–938.

85. Li X, Wang Z, Cui L, Xing RB, Han YC, An L. Phase separation
of PS/PVME blend films induced by capillary force. Surf Sci
2004;571:12–20.

86. Neserov A, Horichko V, Lipatov Y. Phase-separation of
poly(vinyl acetate)-poly(methyl methacrylate) mixtures
in thin-films. Macromol Chem Rapid Commun 1991;12:
571–574.

87. Li L, Sosnowski S, Chaffey CE, Balke ST, Winnik MA. Surface
morphology of a polymer blend examined by laser confocal flu-
orescence microscopy. Langmuir 1994;10:2495–2497.

88. Affrossman S, O’Neill SA, Stamm M. Topography and surface
composition of thin films of blends of polystyrene with bromi-
nated polystyrenes: effects of varying the degree of bromination
and annealing. Macromolecules 1998;31:6280–6288.

89. Slep D, Asselta J, Rafailovich MH, Sokolov J, Winesett DA,
Smith AP, Strzhemechny Y, Schwarz SA, Sauer BB. Phase
separation of polystyrene and bromo-polystyrene mixtures
in equilibrium structures in thin films. Langmuir 1998;14:
4860–4864.

90. Reich S, Cohen Y. Phase separation of polymer blends in thin
films. J Poly Sci Poly Phys Ed 1981;19:1255–1267.

91. Tanaka K, Takahara A, Kajiya T. Film thickness dependence
of the surface structure of immiscible polystyrene/poly(methyl
methacrylate) blends. Macromolecules 1996;29:3232–3239.

92. Gutmann JS, Müller-Buschbaum P, Stamm M. Complex pattern
formation by phase separation of polymer blends in thin films.
Faraday Discuss Chem Soc 1999;112:285–297.

93. Raczkowska J, Bernasik A, Budkowski A, Sajewicz K, Penc
B, Lekki J, Lekka M, Rysz J, Kowalski K, Czuba P.
Structures formed in spin-cast films of polystyrene blends
with poly(butyl methacrylate) isomers. Macromolecules 2004;
37:7308–7315.

94. Genzer J, Composto RJ. Effect of molecular weight on the inter-
facial excess, tension, and width in a homopolymer/binary poly-
mer blend system. Macromolecules 1998;31:870–878.

95. Hariharan A, Kumar SK, Russell TP. Surface segregation in
binary polymer mixtures: A lattice model. Macromolecules
1991;24:4909–4917.

96. Li X, Han Y, An L. Surface morphology control of immiscible
polymer-blend thin films. Polymer 2003;44:8155–8165.

97. Muller-Buschbaum P, Gutmann JS, Stamm M. Influence of
blend composition on phase separation and dewetting of thin
polymer blend films. Macromolecules 2000;33:4886–4895.

98. Hopkinson I, Myatt M. Phase separation in ternary poly-
mer solutions induced by solvent loss. Macromolecules
2002;35:5153–5160.

99. Müller-Buschbaum P, Gutmann JS, Wolkenhauer M, Kraus
J, Stamm M, Smilgies D, Petry W. Solvent-induced sur-
face morphology of thin polymer films. Macromolecules
2001;34:1369–1375.

100. Tanaka H, Lovinger AJ, Davis DD. Pattern evolution caused
by dynamic coupling between wetting and phase separation in
binary liquid mixture containing glass particles. Phys Rev Lett
1994;72:2581–2584.

101. Kajiyama T, Tanaka K, Takahara A. Depth dependence of
the surface glass transition temperature of a poly(styrene-
block-methyl methacrylate) diblock copolymer film on the basis
of temperature-dependent X-ray photoelectron spectroscopy.
Macromolecules 1995;28:3482–3484.

102. Krausch G, Dai C-A, Kramer EJ, Marko JF, Bates FS. Interfer-
ence in spinodal waves in thin polymer films. Macromolecules
1993;26:5566–5571.

103. Ogawa H, Kanaya T, Nshida K, Matsuba G. Composition
fluctuations before dewetting in polystyrene/poly(vinyl methyl
ether) blend thin films. Polymer 2008;49:2553–2559.

104. Gutmann JS, Mulluer-Buschbaum P, Schubert DW, Stribeck N,
Stamm M. Influence of the blend compatibility on the morphol-
ogy of thin polymer blend films. J Macromol Sci Part B: Phys
1999;38:563–576.

105. Ton-That C, Shard AG, Teare DOH, Bradley RH. XPS and
AFM surface studies of solvent-cast PS/PMMA blends. Poly-
mer 2001;42:1121–1129.

106. Sferrazza M, Xiao C, Bucknall DG, Jones RAL. Interface width
of low-molecular-weight immiscible polymers. J Phys Condens
Matter 2001;13:10269–10277.

107. Affrossman S, Bertrand P, Hartshorne M, Kiff T, Leonard
D, Pethrick RA, Richards RW. Surface segregation in
blends of polystyrene and perfluorohexane double end capped
polystyrene studied by static SIMS, ISS, and XPS. Macro-
molecules 1996;29:5432–5437.



�

� �

�

316 MORPHOLOGY CONTROL OF POLYMER THIN FILMS

108. Kawaguchi D, Tanaka K, Torikai N, Takahara A, Kajiyama T.
Surface and interfacial segregation in blends of polystyrene with
functional end groups and deuterated polystyrene. Langmuir
2007;23:7269–7275.

109. Walheim S, Böltau M, Mlynek J, Krausch G, Steiner U. Struc-
ture formation via polymer demixing in spin-cast films. Macro-
molecules 1997;30:4995–5003.

110. Cui L, Ding Y, Li X, Wang Z, Han Y. Solvent and poly-
mer concentration effects on the surface morphology evolution
of immiscible polystyrene/poly(methyl methacrylate) blends.
Thin Solid Films 2006;515:2038–2048.

111. McNeill CR. Morphology of all-polymer solar cells. Energy
Environ Sci 2012;5(2):5653–5667.

112. Duan C, Huang F, Cao Y. Recent development of push-pull con-
jugated polymers for bulk-heterojunction photovoltaics: Ratio-
nal design and fine tailoring of molecular structures. J Mater
Chem 2012;22(21):10416–10434.

113. Xue JG. Perspectives on organic photovoltaics. Poly Rev
2010;50(4):411–419.

114. Hoppe H, Sariciftci NS. Organic solar cells: An overview.
J Mater Res 2004;19(7):1924–1945.

115. Gunes S, Neugebauer H, Sariciftci NS. Conjugated polymer-
based organic solar cells. Chem Rev 2007;107(4):1324–1338.

116. Beaupre S, Breton AC, Dumas J, Leclerc M. Multicolored elec-
trochromic cells based on poly(2,7-carbazole) derivatives for
adaptive camouflage. Chem Mater 2009;21(8):1504–1513.

117. Mori D, Benten H, Okada I, Ohkita H, Ito S. Low-bandgap
donor/acceptor polymer blend solar cells with efficiency
exceeding 4%. Adv Energy Mater 2014;4(3):1301006.

118. Zhou E, Cong J, Zhao M, Zhang L, Hashimoto K, Tajima
K. Synthesis and application of poly(fluorene-alt-naphthalene
diimide) as an n-type polymer for all-polymer solar cells. Chem
Commun 2012;48(43):5283–5285.

119. Liu X, Huettner S, Rong Z, Sommer M, Friend RH. Solvent
additive control of morphology and crystallization in semicon-
ducting polymer blends. Adv Mater 2012;24(5):669–674.

120. Mori D, Benten H, Ohkita H, Ito S, Miyake K. Polymer/polymer
blend solar cells improved by using high-molecular-weight
fluorene-based copolymer as electron acceptor. ACS Appl
Mater Interfaces 2012;4(7):3325–3329.

121. Ermi BD, Karim A, Douglas JF. Formation and dissolution of
phase-separated structures in ultrathin blend films. J Polym Sci
B 1998;36:191–200.

122. Arai F, Takeshita H, Dobashi M, Takenaka K, Miya M, Shiomi
T. Effects of liquid–liquid phase separation on crystallization
of poly(ethylene glycol) in blends with isotactic poly(methyl
methacrylate). Polymer 2012;53(3):851–856.

123. Schmidt-Hansberg B, Sanyal M, Klein MFG, Pfaff M, Schn-
abel N, Jaiser S, Vorobiev A, Mueller E, Colsmann A, Schar-
fer P, Gerthsen D, Lemmer U, Barrena E, Schabel W. Moving
through the phase diagram: morphology formation in solution
cast polymer-fullerene blend films for organic solar cells. ACS
Nano 2011;5(11):8579–8590.

124. Lin C, Pan W-C, Tsai F-Y. Optimization of the
active-layer morphology with a non-halogenic solvent
for bulk-heterojunction polymer solar cells. Synth Met
2010;160(23–24):2643–2647.

125. Oh JY, Lee TI, Myoung J-M, Jeong U, Baik HK. Coating on a
cold substrate largely enhances power conversion efficiency of
the bulk heterojunction solar cell. Macromol Rapid Commun
2011;32(14):1066–1071.

126. Tsuburaya M. Crystallization of polycarbonate induced
by spinodal decomposition in polymer blends. Polymer
2004;45(3):1027–1032.

127. Shi W, Han CC. Dynamic competition between crystallization
and phase separation at the growth interface of a PMMA/PEO
blend. Macromolecules 2012;45(1):336–346.

128. Liu F, Gu Y, Jung JW, Jo WH, Russell TP. On the mor-
phology of polymer-based photovoltaics. J Polym Sci B
2012;50(15):1018–1044.

129. Mori D, Benten H, Kosaka J, Ohkita H, Ito S, Miyake K. Poly-
mer/polymer blend solar cells with 2.0% efficiency developed
by thermal purification of nanoscale-phase-separated morphol-
ogy. ACS Appl Mater Interfaces 2011;3(8):2924–2927.

130. Zhou E, Cong J, Wei Q, Tajima K, Yang C, Hashimoto K.
All-polymer solar cells from perylene diimide based copoly-
mers: Material design and phase separation control. Angew
Chem Int Ed 2011;50(12):2799–2803.

131. Salim T, Sun S, Wong LH, Xi L, Foo YL, Lam YM. The role
of poly(3-hexylthiophene) nanofibers in an all-polymer blend
with a polyfluorene copolymer for solar cell applications. J Phys
Chem C 2010;114(20):9459–9468.

132. Kietzke T, Neher D, Kumke M, Montenegro R, Landfester K,
Scherf U. A nanoparticle approach to control the phase sep-
aration in polyfluorene photovoltaic devices. Macromolecules
2004;37(13):4882–4890.

133. He X, Gao F, Tu G, Hasko D, Hüttner S, Steiner U, Green-
ham NC, Friend RH, Huck WTS. Formation of nanopat-
terned polymer blends in photovoltaic devices. Nano Lett
2010;10(4):1302–1307.

134. Tong M, Coates NE, Moses D, Heeger AJ, Beaupre S,
Leclerc M. Charge carrier photogeneration and decay dynam-
ics in the poly(2,7-carbazole) copolymer PCDTBT and in
bulk heterojunction composites with PC(70)BM. Phys Rev B
2010;81(12):125210.

135. Etzold F, Howard IA, Mauer R, Meister M, Kim T-D, Lee K-S,
Baek NS, Laquai F. Ultrafast exciton dissociation followed by
nongeminate charge recombination in PCDTBT:PCBM photo-
voltaic blends. J Am Chem Soc 2011;133(24):9469–9479.

136. Lyons BP, Clarke N, Groves C. The relative importance of
domain size, domain purity and domain interfaces to the per-
formance of bulk-heterojunction organic photovoltaics. Energy
Environ Sci 2012;5(6):7657–7663.

137. Yan H, Swaraj S, Wang C, Hwang I, Greenham NC,
Groves C, Ade H, McNeill CR. Influence of annealing
and interfacial roughness on the performance of bilayer
donor/acceptor polymer photovoltaic devices. Adv Funct Mater
2010;20(24):4329–4337.

138. Beiley ZM, Hoke ET, Noriega R, Dacuna J, Burkhard
GF, Bartelt JA, Salleo A, Toney MF, McGehee MD.
Morphology-dependent trap formation in high performance
polymer bulk heterojunction solar cells. Adv Energy Mater
2011;1(5):954–962.



�

� �

�

17
POLYMER SURFACE TOPOGRAPHY AND
NANOMECHANICAL MAPPING

Hao Liu1, So Fujinami2, Dong Wang3, Ken Nakajima4, and Toshio Nishi5

1School of Materials Science and Engineering, Zhengzhou University, Zhengzhou, China
2RIKEN SPring-8 Center, RIKEN, Hyogo, Japan
3State Key Laboratory of Organic-Inorganic Composites, College of Materials Science and Engineering, Beijing University of Chemical
Technology, Beijing, China
4Department of Organic and Polymeric Materials, Graduate School of Science and Engineering, Tokyo Institute of Technology, Tokyo, Japan
5International Division, Tokyo Institute of Technology, Tokyo, Japan

17.1 INTRODUCTION

The invention of scanning tunneling microscopy (STM)
about three decades ago [1, 2] opened a new age in which
various related scanning probe microscopy (SPM) methods
were developed and some of those were widely accepted as
key tools for nanotechnology. Although the original STM
limited its application to conductive materials, atomic force
microscopy (AFM), which appeared soon after the invention
of STM [3], proved applicable to various types of materials,
including polymeric materials.

AFM has a cantilever as its most basic component, with a
very sharp probe at its free end in order to interact with sam-
ple surfaces. The interaction force induces the deflection of the
cantilever, which is the most important signal of concern. The
original AFM by the developers used STM to detect the can-
tilever deflection, while an optical beam method is mostly used
nowadays due to easier handling.

Applications of AFM to polymeric materials started mainly
with the aim of studying the surface structures with superior
lateral resolution [4–7]. For these purposes, AFM retains
an advantage over other microscopic techniques because its
environmental limitation is very little; it can work in air,
water, and some other solutions. What AFM users need to
keep in mind is that the obtained image may be affected by
interactions such as surface force and elastic repulsion that

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

work between the sample and probe. For example, contact
force depresses soft surface, which may lessen the quality of
topographic image [8, 9].

However, the fact that AFM is sensitive to these weak
forces can be turned into an advantage. One of the most
common ways to measure the interactions is a force–distance
curve measurement, in which the scanner starts to move
vertically to make contact with the probe and surface and
then reverse to make them separated. During the process,
the cantilever deflection is recorded as a function of vertical
scanner movement. One can obtain the relation between
normal load P and indentation depth 𝛿 using simple relations
(the detailed procedure is discussed later). Applying an
appropriate contact mechanics theory, one can estimate the
mechanical properties of the sample surfaces.

17.2 CONTACT MECHANICS

Contact mechanics plays a key role in understanding the phe-
nomena occurring around the contact between the AFM probe
and sample surfaces. It can give answers about, for example,
how much contact area and indentation depth are induced
by the given load and how much stress is applied around the
apex of the probe. Especially, the theory is necessary to obtain
the mechanical properties from experimental data such as
force–distance curves.
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This section introduces several theories for the aim of
applying them to contact in AFM measurement. The following
discussion assumes contact between two spheres, in which
the reduced radius R is defined as

R ≡
(

1
R1

+ 1
R2

)−1

and the reduced modulus E∗ as

E∗ ≡
(

1 − 𝜈1
2

E1
+

1 − 𝜈2
2

E2

)−1

where R1 and R2 are curvature radii, E1 and E2 are Young’s
moduli, and 𝜈1 and 𝜈2 are Poisson’s ratios associated with each
body. Because the material of AFM probes, which is typically
made of silicon or silicon nitride, is much stiffer than most
polymeric materials, the reduced modulus is often approxi-
mated to E∗ = E∕(1 − 𝜈2), where E and ν are represented by
Young’s modulus and Poisson’s ratio of the sample, respec-
tively. Also, for practical reasons, the sample surface is often
assumed to be flat; then R is simply represented by the curva-
ture radius of the cantilever probe.

17.2.1 Hertzian Theory (Repulsion between Elastic
Bodies)

Hertz established his famous theory about the contact between
two elastic spheres in 1882 [10]. The theory assumes normal
stress p1 has an elliptical distribution on the radial coordinate
r in the contact area, that is,

p1(r) =
3P1

2𝜋a2

(
1 − r2

a2

)1∕2

(17.1)

where P1 is the applied normal load and a is the radius of
the contact circle, respectively. The Hertzian theory relates the
contact radius a to the normal load P1 by the equation

P1 = 4E∗a3

3R
(17.2)

Equation 17.1 implies that the maximum contact pressure,
p(r = 0), is 150% of the “averaged pressure,” P1∕𝜋a2. It also
relates indentation length 𝛿1 to the contact radius a by

𝛿1 = a2

R
=

(
9P1

2

16RE∗2

)1∕3

(17.3)

The profile of this nonadhesive contact is shown in
Figure 17.1a.

17.2.2 Bradley Model (Interaction between Rigid
Bodies)

While adhesion between spheres was not considered in
the Hertzian contact model, understanding of interactive
forces between solids, and particularly colloids, showed a
big progress in the early twentieth century. By integrating
attractive interactions that follow the power law, Bradley
found the total force between two rigid spheres separated at an
equilibrium distance z0 is given by Ppull-off = −2𝜋wR, where
w is the work of adhesion [11]. While Bradley only took z0 to
be the atomic equilibrium separation, that is, a constant value,
one can obtain

P(z) = 2𝜋wR

[
−4

3

(
z
z0

)−2

+ 1
3

(
z
z0

)−8
]

(17.4)

by introducing the Lennard-Jones potential to an equation
in the article, where z is the atomic separation between two
spheres. Equation 17.4 is often referred to as the Bradley
equation, although it does not appear in the original article.

17.2.3 Johnson–Kendall–Roberts (JKR) Model

By the 1960s, several experimental results that are contra-
dictory to the Hertz theory had been reported, especially at
low loads [12]. These observations strongly suggested the
intervention of attractive surface forces in the elastic contact
of two bodies.
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Figure 17.1 Profile of elastic plane deformed by rigid indenter. (a) Hertzian/DMT model, a = 1, 𝛿1 = 1, P1 = 1 in Hertzian (or P = −1 in
the DMT-M). (b) The JKR model, a = 1.78, 𝛿 = 1, P = −0.16. See Equation 17.14 for nondimensionalized parameters.
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Incorporating the effect of adhesion in Hertzian contact,
Johnson et al. formulated a theory of adhesive contact using
a balance between the stored elastic energy and the loss in sur-
face energy, which is now renowned as the JKR theory [12].
In this model, adhesion works only inside the contact area and
the net traction p(r) acting on the contact area is given by the
sum of Hertzian repulsion p1 and adhesive traction pa, that is,

p(r) = p1(r) + pa(r) (17.5)

where p1 is given by Equation 17.1 and pa is given by

pa(r) = −
(2wE∗

𝜋a

)1∕2
(

1 − r2

a2

)−1∕2

(17.6)

The approach distance between the two spheres is given by

𝛿 = a2

R
−
√

2𝜋aw
E∗ (17.7)

The contribution of the surface energy modifies the area of
contact a from Hertzian value, which is given by

a3 = 3R
4E∗

[
P + 3𝜋wR +

√
6𝜋wRP + (3𝜋wR)2

]
(17.8)

These equations give the pull-off force by the form

Ppull-off = −3
2
𝜋wR (17.9)

Figure 17.1b shows the profile of the deformed elastic plane
predicted by the JKR model. The profile is depicted under the
condition of the same indentation 𝛿 as in the Hertzian model
in Figure 17.1a. Owing to the existence of adhesion, the JKR
model requires more contact region and less loading force than
the Hertz model.

17.2.4 Derjaguin–Muller–Toporov (DMT) Model

Derjaguin et al. proposed a different model for adhesive
contact in 1975 [13]. The model assumed, in addition to
Hertzian repulsion, the existence of molecular attraction
forces that would not be able to change the contact profile
appreciably. The net load P is given by P = P1 + Pa, where
P1 is Hertzian repulsion given by Equation 17.2 and Pa is
the molecular attraction (< 0). Thus, the profile predicted by
the DMT model is the same as in Figure 17.1a, the Hertzian
profile, but a smaller net load is required. Owing to the
assumption, the deformation length 𝛿 has the identical form
with Equation 17.3, thus P and 𝛿 can be directly related by
the form

P = 3
4

E∗R1∕2
𝛿

3∕2 + Pa (17.10)

The attractive interaction Pa depends on the profile near the
contact perimeter and is typically represented as a function of
the contact radius a, that is, Pa(a). At the point contact (a → 0),

elastic displacement on the surface profile vanishes; hence, Pa
becomes the same as Bradley’s value for the pull off,

Ppull-off = −2𝜋wR (17.11)

Derjaguin et al. originally calculated the attractive inter-
action Pa by a “thermodynamic” approach, which yielded
the result that as a increased, Pa steadily decreased from the
Bradley value to −𝜋wR. In 1983, Derjaguin and his colleagues
[14] demonstrated a “force” approach, which deduced the
opposite functional dependency, that is, as a increased Pa
steadily increased, and noted that the “force method should
be preferred”. The dependency and its defects of these
approaches were discussed by Pashley and Greenwood
[15, 16]. Read them for further details.

Although Pa has functional dependency on a, near the
Bradley limit (a → 0) it may be approximated to the constant
(Pa ≈ Ppull-off = −2𝜋wR). In such a case, the net load P can
be simply expressed as

P = 4E∗a3

3R
− 2𝜋wR

= 4
3

E∗R1∕2
𝛿

3∕2 − 2𝜋wR (17.12)

This simplified form is often referred to as the DMT equation,
although it is, to be exact, different from the original model. As
discussed by Greenwood [16], Maugis showed this form as the
limit of the DMT model at the Bradley limit but labeled simply
(and somewhat misleadingly) “DMT” [17]. Greenwood rela-
beled it the “DMT-M” model to make a clear distinction.

17.2.5 The JKR–DMT transition and Maugis–Dugdale
(MD) Model

The emergence of these two theories, which are apparently
contradictory to each other, induced a long dispute. A turning
point of the argument was an indication by Tabor in 1977 [18];
he noted that the JKR model becomes invalid and the forces
outside the contact zone must be considered if the value,

𝜇 ≡
(

Rw2

E∗2z0
3

)1∕3

(17.13)

is close to a unit or less. 𝜇 is referred to as the Tabor parame-
ter. In 1980, Muller showed that the Tabor parameter indeed
governs the transition of pull-off force from the value of the
Bradley/DMT (−2𝜋wR) to that of the JKR (−1.5𝜋wR) using
numerical calculation [19]. For 𝜇 ≪ 1 (hard solid of small
radius and low surface energy), the DMT theory would be
valid and for 𝜇 ≫ 1 (soft material with large radius and high
surface energy) the JKR theory.

Another remarkable contribution to Tabor’s idea is an ana-
lytical solution obtained by Maugis [17]. The key assumption
in his model was that the traction form was represented in
terms of the Dugdale approximation, in which the attractive
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force is a constant 𝜎0 for separation h satisfying z0 ≤ (z0 +
h) ≤ (z0 + h0). These parameters relate to each other by 𝜎0 =
w∕h0. The model assumed that Hertzian repulsion acts only
inside the intimate contact whose radius is a and the forms of
load P1 and stress p1 follow Hertzian law, Equations 17.1 and
17.2; in the vicinity of the contact perimeter, the surfaces are
slightly separated but still a constant attraction σ0 works. The
“outer radius” c is defined to satisfy that the atomic separation
h reaches h + h0 at r = c, and when r > c one can ignore the
contribution of traction.

Maugis introduced nondimensionalized parameters defined
below:

a = a
( 4E∗

3𝜋wR2

)1∕3
; c = c

( 4E∗

3𝜋wR2

)1∕3
;

𝛿 = 𝛿

(
16E∗2

9𝜋2w2R

)1∕3

;P = P
𝜋wR

(17.14)

He also introduced the transition parameter 𝜆 as

𝜆 ≡ 𝜎0

( 9R
2𝜋wE∗2

)1∕3
(17.15)

As Maugis defined 𝜎0 to be equal to the stress of the Lennard-
Jones potential, which gives h0 = 0.97z0, 𝜆 is related to 𝜇 by
𝜆 = 1.16𝜇.

In the model, both the net contact force P and indentation
depth 𝛿 are represented by the sum of two terms, one is con-
tributed to by the Hertzian repulsion (subscript “1”) and the
other is attractive interaction (subscript “a”). They are respec-
tively given by

P = P1 + Pa = a3 − 𝜆a2(
√

m2 − 1 + m2 arcsecm) (17.16)

and
𝛿 = 𝛿1 + 𝛿a = a2 − 4

3
𝜆a

√
m2 − 1 (17.17)

where m ≡ c∕a is given by

𝜆a2

2

[(
m2 − 2

)
arcsecm +

√
m2 − 1

]
+ 4𝜆2a

3

[√
m2 − 1arcsecm − m + 1

]
= 1 (17.18)

Figure 17.2 shows the force (P) –indentation (𝛿) curves
obtained by the MD theory for various 𝜆, together with those
given by the Hertz, DMT, and JKR models. One can observe
the transition of pull-off force Ppull-off from −2 to −1.5, as 𝜆
increases. The MD curve for 𝜆 = 2 is traced in close proximity
of the JKR curve. For smaller 𝜆, the MD curves appear to be
similar to the DMT curve near the pull-off point. However,
as the indentation depth 𝛿 increases, the curve tends to be
close to the JKR curve; it is because larger intimate contact
area relatively diminishes the contribution of the long-range
traction.
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Figure 17.2 Relation between force P and indentation 𝛿 for various
𝜆 (solid lines), together with those given by the Hertz, DMT-M, and
JKR models (broken lines).

17.2.6 Adhesion Map

Based on the theories above, Johnson and Greenwood drew a
map of elastic contact between spheres, shown in Figure 17.3,
which guides to find the most appropriate theory for a given
condition [20]. One coordinate of the map is the elasticity
parameter 𝜆 (𝜇) and the second coordinate is normalized
load P, which approximates to the ratio of the load to the
adhesive pull-off force.

The boundaries of respective zones are provided by the fol-
lowing rules:

• The adhesive contribution can be neglected at a suffi-
ciently high load. In his map, the Hertz zone is defined
to be |Pa∕P| < 0.05, which can be calculated by
Equations 17.2, 17.16, and 17.18.
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Figure 17.3 Adhesion map. Johnson [20]. Reproduced with per-
mission of Elsevier.
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• By analogy with Tabor’s consideration about neck-
ing [18], the ratio of the elastic deformation of the
surfaces caused by the adhesive traction, 𝛿a, to its effec-
tive range, h0, may govern the JKR–DMT transition. The
JKR zone in the map satisfies |𝛿a∕h0| > 20, while the
DMT zone |𝛿a∕h0| < 0.05. One can draw the boundaries
by Equations 17.17 and 17.18 and h0 = 2∕π𝜆.

• When the material is stiff and applied load can deform
less than atomic separation distance, the macroscopic
Hertzian elastic theory may be invalid; in this case, the
Lennard-Jones-type interaction should be considered. In
the map, the boundary is depicted by the condition that|𝛿1∕h0| < 0.05.

17.3 APPLICATION OF CONTACT MECHANICS TO
EXPERIMENTAL DATA

17.3.1 Consideration of Contact Models

In literature, plenty of studies proved that in most of the cases
the JKR contact theory is appropriate to describe the contact of
polymers and polymer composites [21–24], whereas the DMT
contact theory is also successfully applied in several rigid poly-
mers [25–27].

The adhesion map shown in the previous section gives
a theoretical guideline about this problem. The z0 for
polymers is usually in the range of 0.1 − 0.2nm [28],
and we choose z0 = 0.2nm here for simple calculation.
For the Lennard-Jones potential, the constant value for
the attractive force 𝜎0 = 1.03w∕z0, and thus the transition
parameter 𝜆 can be estimated by Equation 17.15. In the
case of isoprene (IR) rubber, an example of soft polymers
where E∗ = 2MPa, w = 0.15N∕m, R = 15nm, the Maugis
parameter 𝜆 = 250 ≫ 1. The usage of the JKR model is very
convincing for soft materials. The situation changes when
dealing with hard polymers. Consider the case of polystyrene
(PS) as an example. E∗ = 3GPa, w = 0.07N∕m, R = 15nm,
for PS and thus the Maugis parameters 𝜆 = 1.2, which is in
the MD zone between JKR and DMT in the adhesion map.
However, the MD model cannot be solved without knowing
the value of 𝜆. Accordingly, either the JKR or DMT model is
chosen somewhat arbitrarily in most practical use, but it may
induce error in obtained values.

It should be also reminded that plastic deformation is not
considered in any models mentioned above. For a punch
that includes both the elastic and plastic deformation, the
Oliver–Pharr model is widely known [29]. However, it does
not take adhesion into account, and therefore it is often
inadequate to analyze AFM experimental data. In many
cases, it is preferable to operate at possibly light load to avoid
damage on both the probe and sample surfaces.

One can make a rough estimate of the loading pres-
sure given by the AFM cantilever by Equation 17.1 or
17.5. The Hertzian model predicts that, by a punch with a
40-nm-diameter spherical probe under 10 nN load, a plastic

material whose reduced modulus is 2.0 GPa will be indented
by 0.89 nm, with the contact radius of 4.2 nm and maximum
pressure of 270 MPa (the JKR model gives less pressure
owing to the adhesive contribution), which is higher than the
yield strength of 178 MPa reported in PS films measured by
AFM [30]. It implies that the pressure working at the apex of
the probe may damage the probe or sample. In such a case,
wear may happen both on the sample and probe. On the other
hand, by a punch with the same 40-nm-diameter probe under
much lower applied force of 1 nN, a rubbery material whose
reduced modulus is 2 MPa will be deformed by 19 nm, with the
contact radius of 20 nm and maximum pressure of 1.2 MPa.
In the condition, the contact radius is close to the curvature
radius of the probe, which may lessen the spacial resolution.

17.3.2 Force–Distance Curve Conversion

A force–distance curve measurement is a mode that has
been widely used to obtain the force response of the sample
surface [31]. This mode records the cantilever deflection d as
a function of vertical scanner displacement Z. Figure 17.4a
and c shows the schematic relations of d and Z on the
assumption of the DMT-M and JKR contact, respectively.
(In the DMT model, attraction does not affect the surface
profile, and therefore the relation in the noncontact state may
be given by the Bradley equation, Eq. 17.4 [14],) When the
cantilever approaches the sample from far away, it starts to
sense attractive force and in the case of a sufficiently soft
cantilever gradually bends to the sample. When the potential
of the interaction reaches over that of the cantilever spring
(or at the point contact (𝛿 = 0) in the JKR model, because
the model ignores the long-range interaction), the sudden
jump into the sample surface occurs (point A to A′). At that
moment, the probe bends down and its tip is often indented by
the attractive force. After passing through the point where the
surface attraction and elastic repulsion are counterbalanced
(point B), it comes into the repulsive region. The loading pro-
cess is ended when the scanner displacement Z or cantilever
deflection d has achieved a user-specified value (point C). The
unloading process reduces the repulsion and goes through
the counterbalanced point (point D) into the attractive region.
Soon after showing the peak in attractive force (point E), the
probe is rapidly detached from the surface (point F to F′).
The force at point E is often referred to as the pull-off force.

To convert the force–distance curve data to a relation that
can be applied to the contact mechanics model, the follow-
ing procedure is typically used. One can obtain the load P by
Hooke’s law,

P = kd (17.19)

where d and k are the deflection distance and spring constant of
the cantilever, respectively. Although the spring constant can
be nominally given from the geometry of the cantilever and the
elasticity of the materials, it may be often inaccurate, due to the
inaccuracy of nanofabrication or the effect of backside coat-
ing, which is intended to improve the laser reflectivity. Several
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Figure 17.4 Displacement–deflection curves and load–indentation curves theoretically produced by the the DMT-M model (a), (b) and the
JKR model (c) (d).

methods are known to calibrate the spring constant [32–34]. As
the cantilever detects the force by deflecting itself, to obtain the
indentation distance 𝛿 one needs to subtract this contribution
from the piezoscanner displacement Z, that is,

𝛿 = Z − Z0 − d (17.20)

where Z0 is the scanner displacement at which the apex of the
probe is on the level of the unperturbed sample surface. One
can obtain the relation between load P and indentation 𝛿 of
Figure 17.4b and d from Figure 17.4a and c respectively, using
Equations 17.19 and 17.20.

17.3.3 Analysis of Load–Indentation Curves

Applying the appropriate contact mechanics to P − 𝛿 relation,
one can obtain the mechanical properties of elastic surface.
The adhesion map indicates that even very stiff polymeric
materials lie far away from the DMT zone, while most other
types of polymeric materials, from rubber and gel to materials
of intermediate stiffness, reside in the JKR zone. One of
the reasons why sometimes the DMT model is still used
regardless of this fact may be due to mathematical handiness,
as expressed in Equation 2.4. The AFM cannot directly
observe the contact area a; hence, the form of the JKR model,
which does not have an explicit solution for P(𝛿), is evaded.

Another problem in AFM measurements is the difficulty
to find the unperturbed surface level, Z0. One can theoretically
deduce Z0 from the force–distance curve; in the DMT model, it
is the value of Z at point E, while in the JKR model it is point A
in Figure 17.4. However, in practice, the attractive interaction
is often not able to be attributed to just one of the two, adhesion
inside intimate contact zone and long-range attraction at the
perimeter of the contact. Therefore, to determine 𝛿 in absolute
terms is difficult. An approach based on the DMT-M model

that can avoid the problem was described by Sahin [35]. Here
the so-called two-point method proposed by Sun et al. is briefly
introduced, which uses the JKR model and also avoids those
two difficulties mentioned above [36].

Using Equation 17.9, one can obtain the work of adhesion
from the pull-off force PE,

w = −
2PE

3𝜋R
(17.21)

To obtain the elasticity, this method requires the values at two
points; one is point D, where the force is equilibrated, and the
other is point E, the point at the pull-off force. The JKR model
gives

𝛿E = −1
3

(
9P2

E

16E∗2R

)1∕3

(17.22)

and

𝛿D = −1
3

(
9P2

E

E∗2R

)1∕3

(17.23)

hence the following expression is obtained:

E∗ = −3
4

(
1 + 3

√
16

3

)3∕2
PE√

R(𝛿D − 𝛿E)3
(17.24)

As this formula uses the difference of indentation depth 𝛿, one
can obtain the reduced modulus E∗ without ambiguous deter-
mination of Z0.

17.3.4 Nanomechanical Mapping

A single force–distance curve measurement gives the
mechanical information at the contact area, typically of
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order of nanometers. However, polymeric materials often
have lateral distribution in mechanical properties. For these
materials, one can operate sequential force–distance curve
measurement on different locations in a user-specified area,
which is referred to as force volume (FV) or force mapping
[8, 21, 37–39]. In the measurement, each curve is usually con-
trolled to have the same maximum load, PC, and the scanner
displacement at the load, ZC, is mapped to the location of
the curve, which composes the topographic image under the
load of PC. Therefore, the topographic image in this mode is
affected by the exerted load, like contact mode or intermittent
contact mode images. However, the degree of deformation
in this “nanomechanical mapping” mode can be calculated.
Therefore, one can reconstruct the surface topography of
undeformed condition [8, 21].

Meanwhile, from a set of force–distance curves one can
produce the lateral distribution of the surface elasticity and
adhesion energy, using appropriate contact mechanics.

17.4 APPLICATION EXAMPLES

Based on the procedures described in the previous sections,
one can obtain nanomechanical maps of a wide variety of
polymeric and biological materials, including carbon black
(CB)-reinforced natural rubber (NR) [40], carbon nanotube
(CNT)-reinforced NR [41, 42], reactive polymer blend [43],
block copolymers [9, 21, 44, 45], deformed plastics [46, 47],
human hair [48, 49], honeycomb-patterned polymer films
[50–52], CNT-reinforced hydrogel [53], and diffusion front of
polymer [54, 55]. The detailed descriptions are also found in
other literatures [56–59]. Hereafter, several example studies
are reviewed.

17.4.1 Effect of Processing Conditions on Morphology
and Mechanical Properties of Block Copolymers

Thermoplastic elastomers (TPEs), which combine the elastic
response like rubber vulcanizates with the processability of
thermoplastics, are becoming one of the industrially impor-
tant polymeric materials [60–62]. The morphology control by
processing conditions is a key issue to improve mechanical
properties of TPEs. Therefore, the effects of processing con-
ditions on morphology and microscopic mechanical properties
of poly(styrene-b-ethylene-co-butylene-b-styrene) (SEBS) tri-
block copolymer, one of the most widely used TPEs, is inves-
tigated by nanomechanical mapping [45].

The weight-average molecular weight, Mw of SEBS sample
is 70,000 and the molecular weight distribution, Mw∕Mn is
about 1.1. The weight fraction of polystyrene (PS) for the
triblock copolymer is 29%. SEBS samples are prepared by
two methods. One is solution casting; an SEBS film with
thickness of about 10μm is prepared by casting of 4mg∕mL
toluene solution on a clean glass slide. The as-prepared film
is then subjected to common drying procedure to remove
residual solvent. The other is melt compounding using a

micro-compounder that consists of a vertical barrel with two
conical screws. The processing is performed at a rotational
speed of 400 rpm at 230 ∘C for 5 min under nitrogen protec-
tion. The maximum and minimum shear rates calculated at
the rotation speed are 4250s−1 and 1863s−1, respectively. The
samples are then cut by ultramicrotome at −120 ∘C to obtain
flat surfaces for AFM characterization. The microtomed
surface of an as-received unprocessed sample (pellet form) is
also examined for comparison.

The triblock copolymer SEBS consisting of hard and soft
blocks that usually exhibits a phase-separated morphology has
been widely studied by AFM techniques [63]. Figure 17.5a
and e shows the AFM FV-mode original topographic images
of SEBS samples processed under different conditions (data
on the unprocessed sample are not shown because they are
similar to those of the melt-compounded sample). All the
samples show the characteristic phase-separated morpholo-
gies consisting of bright and dark nanoscale domains as
expected. However, the film prepared by solution casting
shows well-ordered structures having an intermediate between
the cylinder and lamella, while these ordered structures cannot
be seen in the case of processed samples. The morphological
difference between them is due to the degree of microphase
separation. Molecular mobility is limited for melt-processed
samples, while sufficient mobility is achieved in the solution
casting due to slow solvent evaporation. Radial-averaged
power spectral density (PSD), Wr of the images shown in
Figure 17.6 confirms a highly ordered structure formed in
the cast film, while the results of the melt-processed sample
indicates the absence of long-range order. The specific value
of periodicity distance of the film sample determined by
Gaussian fit to PSD solid curve is 31.3 ± 3.7nm, with mea-
sured periodicity of SEBS samples by Motomatsu et al. [64]
and Bhowmick et al. [65] , respectively. As discussed in the
previous section, the topographic image obtained by FV mode
is distorted by exerted load. In order to compensate it and to
obtain a true topographic image, a sample deformation image
as in Figure 17.5b is added to the original topographic image in
Figure 17.5a. The result is shown in Figure 17.5c. By compar-
ing these two images, it is obvious that true height difference
between hard and soft domains (2.12 nm in root-mean-square
roughness) is smaller than the apparent one (3.47 nm).

Young’s modulus maps obtained using the above-mentioned
procedure based on JKR analysis (Section 3.4) on SEBS
samples processed under different conditions are presented in
Figure 17.5d and f. Typical force–deformation curves both on
hard and soft domains are given in Figure 17.7a and b, respec-
tively. The solid lines superimposed on unloading curves are
JKR theoretical curves, which are in good agreement with
experimental data on both domains. The Young’s modulus
maps with characteristic phase-separated morphologies
consisting of high and low Young’s modulus regions are
exhibited, resembling the topographic images. Therefore,
such a Young’s modulus map enables us to directly link the
morphology and mechanical properties of the materials. In the
Young’s modulus maps, brighter areas with higher Young’s
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Figure 17.5 Nanomechanical mapping results in FV-mode on SEBS samples. (a) Original topographic, (b) sample deformation, (c) true
topographic, and (d) JKR modulus (log-scale) images on cast sample. (e) Original topographic and (f) JKR modulus (log-scale) images on
melt-compounded sample. The scan size of each image is 1.0μm.

0

0

0.1

0.2

0.3

0.4

0.5

W
r 
× 

1
0

1
2
 (

m
3
)

0.1 0.2 0.3

k (nm–1)

0.4 0.5 0.6

Figure 17.6 Radial-averaged power spectral density of
Figure 17.5a (solid line) and Figure 17.5e (dashed line). The
wave number corresponding to the peak of solid line is 0.209 nm−1.

modulus are considered to be the hard PS blocks, while
darker areas with lower Young’s modulus are considered to
be the soft poly(ethylene-co-butylene) (PEB) blocks. In a film
sample, Young’s modulus is calculated as 37.8 ± 6.1MPa for
PS blocks and 8.1 ± 2.5MPa for PEB blocks. Using the same
evaluation method, we also investigated the Young’s modulus
of the pure PS and PEB films. The measured modulus value
of glassy PS and rubbery PEB are 2.02 ± 0.59GPa and
10.1 ± 0.5MPa, respectively. Therefore, the observed modu-
lus on PEB block agrees with the value of the pure sample,

while PS block’s shows a dramatic decrease. This decrease
is due to the microstructure effect that the soft PEB blocks
surround and support the PS blocks underneath [64, 66].

Figure 17.8 shows the Young’s modulus distribution for
cast film (filled circle), melt compound (open circle), and
unprocessed pellet (filled triangle) samples. The topographic
feature of unprocessed sample does not differ so much from
that of the melt compound sample as mentioned previously,
although the difference in Young’s modulus distribution is
evident: a clear decrease in the ratio of high Young’s modulus
regions is observed. The results indicate that the high shear
rate leads to the degradation of SEBS. This conclusion is
further demonstrated by GPC results [45]. As the increase
of rotational speed from 0 to 400 rpm, the molecular weight,
Mn and Mw decrease from 67,100 to 26,000 and 70,000 to
43,000, respectively. The Mn below 10,000 also increases
from 0% to 5.8%. Then, both the decreased ratio of high
Young’s modulus regions in the Young’s modulus maps and
decreased molecular weight indicate that the mechanical
property of the processed SEBS sample might deteriorate
with the increase of rotational speed. However, tensile testing
reveals that the initial tensile modulus (Young’s modulus) for
each sample is not so different to each other (data not shown).
At the same time, tensile strength at break dramatically
decreases for the melt-compounded sample. Thus, it might
be possible to correlate the tensile strength at break to the
high Young’s modulus regions and initial tensile modulus to
the peak Young’s modulus. Actually as shown in Figure 17.8,
the distribution becomes narrower as the rotational speed
increases, while its peak values keep almost constant at
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Figure 17.7 Typical force–deformation curves on (a) hard domain
and (b) soft domain of SEBS cast film sample.

about 13.0 MPa. In conclusion, Young’s modulus of SEBS
is independent of the rotational speed until 400 rpm, at a
processing temperature of 230 ∘C for 5 min. The unchanged
Young’s modulus peak values can be explained as an intrinsic
property that depends on intermolecular bonding of a material
and is related to molecular weight to some extent.

The results obtained here with AFM nanomechanical map-
ping indicate that this technique is very valuable in evaluat-
ing the mechanical properties of polymer materials at a micro
or nanoscale and in visualizing the distribution of mechanical
properties, which are not available by any other conventional
characterizing methods.

17.4.2 Measuring the Deformation of Both Ductile
and Fragile Polymers

It is of great interest to investigate the evolution of
submicron-scale local mechanical properties of polymers
under deformation for the better understanding of deformation
mechanisms, while AFM nanomechanics might be a good
solution for this purpose. Here, submicron-scale mechanical
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Figure 17.8 Young’s modulus distribution of cast film (filled cir-
cle), melt compound (open circle), and unprocessed pellet (filled tri-
angle) samples.

studies on uniaxial drawing of poly(𝜀-caprolactone) (PCL)
and poly(lactic acid) (PLA) at room temperature is intro-
duced. Figure 17.9 shows the typical stress–strain curve of
PCL and PLA. At room temperature, PCL shows ductile
nature with high elongation at break, while PLA is brittle and
breaks just after yielding. AFM nanomechanical mapping
is applied to investigate the deformation process of the two
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Figure 17.9 Typical stress–strain curve of (a) PCL and (b) PLA
measured at room temperature.
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polymers [46, 47]. It is preferable that the force–distance
curves are collected on a flat surface. Thus, neat and deformed
PCL and PLA are cut at −80 ∘C using cryo-microtome. The
sections of sample face on the machine direction are cut
to avoid possible relaxation. Uniaxial tensile tests are also
performed for comparison with nanomechanical properties.

Figure 17.10 shows the topographic and nanomechanical
Young’s modulus maps of neat and deformed PCL together
with Young’s modulus distribution. JKR theory is used to
analyse the unloading force–deformation curves. Neat PCL
presents a relative uniform morphology and modulus distri-
bution, where a sharp single peak is shown in the modulus
distribution in Figure 17.10e. The Gaussian fitting to the
distribution curve gives 140 ± 26MPa, which is almost the
same with 124 ± 14MPa calculated from the uniaxial tensile
test, which assures the accuracy of AFM nanomechanical
mapping together with the fact that macroscopic initial
modulus is well described by the peak Young’s modulus for
the neat sample.

Contrary to the uniform distribution of the neat sam-
ple, the topography of the lateral section of necking part

shows obvious orientation along the tensile direction; sim-
ilar morphology was reported in deformed polypropylene
[67, 68] and polyamide [69] matrix. The necking process is
a heterogeneous deformation and results in the formation of
fibrillar structures. The cryo-microtome process is supposed
to make the cross sections in perfect plane. However, oriented
height fluctuation can also be seen due to the uneven fibrillar
structure. Moreover, a slight relaxation of the oriented
nanofibrils might also contribute to the height difference.
The shape of the nanofibrils can be distinguished clearly
with a width of about 15–40 nm, very similar to 20–40 nm
reported by Koike et al. [68]. More detailed information of
the necking part can be seen from the Young’s modulus map
shown in Figure 17.10d. The surface topology is filled with
nanofibrils, which are oriented along the tensile direction.
The Young’s modulus distribution shows a much broader
peak in the case of deformed PCL as shown in Figure 17.10f.
The nanofibrils have higher modulus and make the modulus
distribution peak widened to the higher direction. As a result,
the necking parts have a Young’s modulus higher than the
neat PCL matrix. The Young’s modulus peak obtained from
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Figure 17.10 (a) and (b) Topographic and (c) and (d) nanomechanical Young’s modulus maps of both neat (left) and deformed (right) PCL.
The scan size is 5.0μm for neat PCL and 3.0 μm for deformed PCL. (e) and (f) Young’s modulus distribution of both samples corresponding
to (c) and (d), respectively.
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Gaussian fitting on the deformed PCL is 397 ± 126 MPa,
whereas the value calculated form the uniaxial tensile test of
the necking part is 727 ± 160MPa. This discrepancy is due to
wide distribution of Young’s modulus. Actually, the statistical
average of Young’s modulus obtained from Figure 17.10d is
903 ± 121 MPa, more closer to the macroscopic value. Thus,
AFM nanomechanical mapping provides a good method to
quantitatively evaluate the mesoscopic mechanical properties
of materials and to compare with macroscopic properties.
In this specific case, it reveals the highly heterogeneous
nature of deformed plastics. In other words, the deformation
process strongly enhances an intrinsic heterogeneous nature
of plastics.

The story is different in the case of PLA, where fractures
happen just after the yielding. When PLA is under uniaxial
deformation, the delocalization of polymer chains is induced
by weakening the structure perpendicular to the loading
direction, which gives rise to small crazes. The crazes tend
to emerge in the adjacent positions and leave large spaces

without any crazes, which can be ascribed to the dynami-
cal heterogeneities of amorphous polymers [70]. One can
monitor the microscopic structural/mechanical evolution
simultaneously by applying AFM nanomechanical mapping
on deformed PLA as in the case of PCL. The results are shown
in Figure 17.11. As shown in Figures 17.11b and 17.12, micro-
scopic Young’s modulus of the neat PLA sample had a sharp
single peak distribution with peak value of 3.2 ± 0.8 GPa.
When PLA is deformed below its glass-transition temper-
ature, catastrophic localization in terms of craze formation
perpendicular to the loading direction occurs. Figure 17.11c
and (d) shows the data collected at the location of an initial
craze. Similar to flexible polymers, fibrillar structure appears
in the origin of cracks. The fibrillar structures in PLA only
occur in the middle part of stress concentration region.
Young’s modulus of the fibrillate part is 2.7 ± 1.1 GPa, which
is slightly lower than neat PLA. This observation is supported
by the tail in the lower modulus part of Young’s modulus
distribution in Figure 17.12. The other parts in Figure 17.11d
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Figure 17.11 Topographic (left) and nanomechanical Young’s modulus (right) maps of (a) and (b) neat PLA, (c) and (d) initial craze of PLA
and (e) and (f) mature craze of PLA. The scan size is 1.0 μm for neat PLA and 5.0 μm for craze parts of PCL.
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Figure 17.12 Young’s modulus distribution of neat PLA (solid
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have peak Young’s modulus of 3.5 ± 1.1 GPa, which is a
value almost similar to that in the neat sample, indicating that
these regions experience elastic recovery after the external
load is released. A similar recovery is observed in the portion
far from craze areas for pre-yield, post-yield, and even the
fractured samples [47].

Similarly, but much more interestingly, the reliable
nanomechanical properties of mature craze are characterized
and shown in Figure 17.11e and f. The AFM nanomechanical
mapping results show that the modulus in the edge of mature
crazes keeps on increasing to 5.2 ± 2.4GPa as shown in the
lower half of the Young’s modulus map (also in the long tail
in higher modulus part of modulus distribution in Fig. 17.12).
The strain hardening occurs, which could be ascribed to the
stress concentration and possible orientation. While in the
upper half part the matrix remains fibrillar structures with
a reduced Young’s modulus of 2.3 ± 1.2GPa, the possible
explanation of this phenomenon is that chain scission/slippage
must occur during crazing to permit the generation of the
fibrillar structure, and modulus is lowered as a consequence.
Furthermore, the applied local stress may lead to an increase
in segmental mobility, giving rise to the decreases in viscosity
and moduli. The standard derivation of the whole part is
increased accordingly, and the whole area in Figure 17.11c
has the statistical-average Young’s modulus of 4.5 ± 2.6GPa,
much broader distribution than that of the neat PLA. It is
consistent with the finding of Rottler et al. [71] that the
tension is mostly carried by the covalent backbone bonds in
the craze and that the exponential distribution of tension is
found in the craze zone. The overlapped modulus distribution
of neat PLA, initial craze, and mature craze is compared in
Figure 17.12 to describe the local modulus change introduced
by craze as a summary. The deformed PLA shows a highly
heterogeneous nature of mechanical property distribution.
With the initial and growth of crazes, the modulus distribution
is much widened in both increase and decrease directions.

17.4.3 Nanorheological AFM on Rubbers

Polymeric materials exhibit viscoelastic phenomena, which
must be taken into account in designing the materials’ appli-
cations. For example, rubber in a tire receives stimuli over a
wide frequency and temperature range from the road surface.
In the case of bulk samples, the frequency and temperature
can be converted mutually based on the time-temperature
superposition (TTS) principle [72]. However, TTS is a kind
of empirical rule and, consequently, an actual measurement
method with a wide frequency and temperature range is
necessary to precisely predict the properties of practical
products. Various AFM-based conventional methods have
been proposed to measure viscoelasticity such as lateral force
microscopy (LFM) [73–75], force modulation (FM) [76–78],
and contact resonance (CR) [79–81]. Even tapping mode can
report energy-dissipative phenomena [44, 82–84] and further
offers loss tangent mapping [85, 86].

Herein is introduced as one of the examples is a modified
FV-based AFM method, hereafter called as nanorheological
AFM, to measure the viscoelastic properties of polymeric
materials, especially rubbers, over a wide frequency range,
which was originally developed by the authors [87]. To
encompass a wide-frequency range, a tiny piezoelectric actu-
ator, measuring 3mm × 3mm × 2mm, is fixed to a metallic
sample holder located on the AFM scanner. The actuator is
driven by the built-in oscillator of the lock-in amplifier, which
is electrically isolated from all the AFM circuits. The lock-in
amplifier is used to measure the amplitude and phase shift of
the cantilever-deflection oscillatory signal to the drive signal.

The method combines the above-mentioned oscillation
detection and FV operation, the sequential force–distance
curve measurements introduced in Section 3.4. When the
cantilever deflection reaches a certain preset value (1.5 nm
in this experiment) during each force–distance curve mea-
surement, the synchronization signal from AFM controller
tells the piezoelectric actuator to oscillate, and the cantilever
is maintained in contact with the sample surface while the
frequency sweep is completed in 30 (7.2) s for a single-point
(mapping) measurement using surface delay control during
which the AFM scanner does not move. The drive signal is
regulated such that the frequency responses of the amplitude
and phase shift on mica, which is regarded as a sufficiently
hard reference sample, become flat. Appropriate time con-
stants of the lock-in amplifier are selected according to the
drive frequencies.

Figure 17.13 shows the relationships between the oscilla-
tion of the piezoelectric actuator and that of the cantilever on
mica (reference) and polymeric sample. Ap and 𝜔p = 2𝜋fp are
the amplitude and angular frequency of the actuator oscilla-
tion, respectively. Because the oscillation of the actuator can-
not be experimentally measured, the amplitude Ar and phase
shift 𝜙r of the cantilever oscillation are monitored on mica
beforehand. As and 𝜙s are the measured amplitude and phase
shift of the cantilever oscillation on the sample, respectively.
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Figure 17.13 Schematic of a nanorheological measurement on hard standard sample (a) and soft polymeric sample (b). Probe tip radius, R,
sample deformation, d, and contact radius, a, are defined as in this figure.

Then, sample deformation, Δ is defined as

Δ = Ar cos(𝜔pt + 𝜙r) − As cos(𝜔pt + 𝜙s) ≡ A cos(𝜔pt + 𝜙)
(17.25)

where A and 𝜙 are the amplitude and phase shift of the sample
deformation oscillation, respectively. By solving Equation 4.3,
A and 𝜙 can be expressed as

A =
√

Ar
2 + As

2 − 2ArAs cos(𝜙s − 𝜙r) (17.26)

tan𝜙 =
Ar sin𝜙r − As sin𝜙s

Ar cos𝜙r − As cos𝜙s
(17.27)

Note that all quantities in Equations 17.26 and 17.27 are exper-
imentally acquired. As a viscoelastic property, the dynamic
stiffness, S

′
and S′′ are defined as

S
′ = k

As

A
cos(𝜙s − 𝜙) (17.28)

S′′ = k
As

A
sin(𝜙s − 𝜙) (17.29)

where k is the spring constant of the cantilever. Moreover, the
loss tangent (tan 𝛿), which is defined as the ratio between loss
and storage stiffness, can be expressed as

tan 𝛿 ≡ S′′

S′ = tan(𝜙s − 𝜙) (17.30)

Like in the case of static measurement, elastic moduli can
be determined from stiffness if the contact radius, a, is
known. Ideally, the quantity should be directly measured

or analyzed in situ under a dynamic experiment. However,
nanometer-scale contact area under AFM probe cannot be
visualized at the current state of the art. Furthermore, the
contact mechanics for viscoelastic material is not sufficiently
mature. Therefore, the contact radius, a, is estimated using
JKR elastic theory assuming that the viscoelastic effect on the
contact area can be regarded as perturbation. Assuming JKR
contact (Equations 17.7 and 17.8), the relationship between
the dynamic stiffness and the dynamic modulus is expressed as

E
′ = (1 − 𝜈2)S′

2at

1 − (1∕6)(ai∕at)3∕2

1 − (ai∕at)3∕2
(17.31)

E′′ = (1 − 𝜈2)S′′

2at

1 − (1∕6)(ai∕at)3∕2

1 − (ai∕at)3∕2
(17.32)

where 𝜈 is Poisson’s ratio, which is 0.5 for typical rubber mate-
rials, and ai is the contact radius at the point D in Figure 17.4,
where the force is equilibrated. The oscillation measurement
is executed at a = at (usually repulsive-force region).

Vulcanized styrene-butadiene rubber (SBR), IR and
SBR/IR 7/3 blend samples are subjected to nanorheological
AFM as model samples. Figure 17.14 shows E

′
, E′′, and tan 𝛿

measured by this method. The measurement temperature
is fixed at 25 ∘C. From the result of SBR homopolymer in
Figure 17.14a, E

′
increases from 3.0 to 410 MPa and E′′

increases from 1.0 to 248 MPa as the frequency is increased
from 1.0 Hz to 20 kHz. The frequency dependence of tan 𝛿 has
a peak at 300 Hz. These results indicate that SBR encountered
the glass-transition phenomena at the measurement tempera-
ture. On the other hand, from the result of IR homopolymer
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by AFM nanorheological method described in the main text. (a) Data
at a point of SBR homopolymer and (b) IR homopolymer.

in Figure 17.14b, E
′

only increases from 1.6 to 3.4 MPa,
while E′′ increases from 0.07 to 1.6 MPa as the frequency is
increased from 1.0 Hz to 20 kHz. tan 𝛿 does not have a peak
in this frequency range. These results indicate that IR is in the
rubbery plateau region at 25 ∘C.

Figure 17.15 shows master curves of E
′

and tan 𝛿 obtained
for the bulk SBR sample by conventional dynamic mechan-
ical analysis (DMA), with the frequency range of 0.05 to
50 Hz over a temperature range of −65 to +45 ∘C. One
returns to the TTS principle, which can be expressed by the
Williams–Landel–Ferry (WLF) equation [72] to build the
master curves,

log aT = −
C1(T − Tr)

C2 + (T − Tr)
(17.33)

where aT is a shift factor, T is measurement temperature.
Tr is the reference temperature, which is related to the
glass-transition temperature, Tg, as Tr = Tg + 50 ∘C, in order
to use universal constants (C1 = 8.86 and C2 = 101.6). Tg
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Figure 17.15 Comparison between bulk master curve (E
′
and tan 𝛿)

with the data by nanorheological AFM.

of SBR is measured to be −5 ∘C by differential scanning
calorimetry (DSC). The use of universal constants means that
a kind of empirical shifting is not performed this time and also
that thermorheological simplicity for SBR is assumed. By this
way, one can use the same shift factor for nanorheological
AFM data, which is only taken at a fixed temperature (25 ∘C).
The data is also superimposed in Figure 17.15, the raw data
of which is the same data with Figure 17.14a. E

′
and tan 𝛿 of

SBR obtained by nanorheological AFM corresponded well to
the master curves obtained by DMA. The peaks of tan 𝛿 are
perfectly in good agreement to each other. The small deviation
of the value of tan 𝛿 is mainly attributed to the deviation in E′′.
Although further elaboration is necessary, it is speculated that
the reason for this deviation mainly comes from the assump-
tion of JKR contact. As the viscoelastic nature dominates at
the glass-transition region, the force–deformation curve at
such a situation always shows a less negligent deviation from
the JKR theoretical curve [80, 88, 89].

Figure 17.16 shows the nanorheological AFM loss tangent
maps of an SBR/IR blend sample at eight representative
frequencies. The nanorheological AFM data is taken as a
64 pixel × 64 pixel image for 2.0 μm × 2.0 μm square
region, where each pixel contained the data measured at 13
different oscillation frequencies (0.01, 0.05, 0.1, 0.3, 0.5, 0.7,
1.0, 2.0, 3.0, 5.0, 7.0, 10, and 20 kHz). Although approxi-
mately 8 h are required to capture one image, the figures in
Figure 17.16 are obtained at the same time and at the same
location. The AFM images revealed a sea-island-like structure
for the sample because SBR and IR are immiscible. On the
basis of the blend ratio, the sea should be SBR and the islands
should be IR. In the loss tangent image acquired at 1.0 kHz,
the smallest IR domain had a diameter of 90 nm. Therefore,
this nanorheology AFM has at least a lateral resolution of
90 nm. The contrast of the tan 𝛿 images is enhanced at 300 Hz
(similar to Figure 17.16d taken at 500 Hz), whereas the sea
and islands are almost indistinguishable at 20 kHz. E

′
, E′′,

and tan 𝛿 values have an almost perfect coincidence with the



�

� �

�

REFERENCES 331

(g)

(d)

(a)

(e)

(b)

(f)

(c)

2.0

1.5

lo
s
s
 ta

n
g

e
n

t

1.0

0.5

0

(h)

Figure 17.16 Nanorheological AFM loss tangent maps of a SBR/IR blend sample. (a), (b), (c), (d), (e), (f), (g), and (h) correspond 10 Hz,
50 Hz, 100 Hz, 500 Hz, 1.0 kHz, 5.0 kHz, 10 kHz, and 20 kHz, respectively. The scan size is 2.0 μm.

data on homopolymers in Figure 17.14, indicating that at
first the blend sample used in this study is really immiscible
and that furthermore this measurement can distinguish
the viscoelastic nature of different samples at the level of
nanometer resolution. This statement would be particularly
important to investigate more complex systems where the
blend is not totally immiscible. Nanorheological AFM may
play a very important role in investigating such samples.
Quite recently, the comparison between nanorhelogical AFM
and tapping-mode AFM loss tangent imaging has been
reported [90], which can be a further guideline for the readers
who are interested in viscoelastic imaging by AFM.

17.5 CONCLUSION

In this chapter, the theoretical background and several
applications of nanomechanical mapping using the atomic
force microscope are introduced. It enables us to image
mechanical properties of materials at nanometer scale. The
surface mechanical properties including Young’s modulus,
adhesion, viscoelasticity, and so on can be investigated during
probe–sample interactions by employing nanomechanical
mapping. The applications of nanomechanical mapping on
polymers can help us investigate microscopic structures
and mechanical properties evolutions simultaneously due to

processing, deformation, degradation, and so on. The authors
anticipate that the nanomechanical observation provided here
will open a new way to study surface properties and explore
the microstructure–properties relationship in a large range of
polymeric and biological materials.
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POLYMER MORPHOLOGY AND DEFORMATION
BEHAVIOR

Masanori Hara
Department of Chemical and Biochemical Engineering, Rutgers University, Piscataway, NJ, USA

18.1 INTRODUCTION

The study of the mechanical deformation of polymers is
important for practical applications as seen in standard
stress–strain experiments. More importantly, deformation
mode is influenced by morphology of polymers; and, by
changing the morphology, deformation behavior and mechan-
ical properties of polymers can be modified. This chapter
deals with deformation behavior of polymers and its rela-
tionship with morphology. This is the only chapter in this
book dealing with deformation of polymers, although many
chapters deal with morphology and its characterization. As
the deformation behavior of all polymers cannot be covered
in this chapter, materials are restricted to the following:
amorphous polymers, semicrystalline polymers, and block
copolymers (relevant to the deformation). Also, literature is
chosen for the work that deals with mechanical properties and
their relationship with deformation behavior and morphology.
Simple deformation, coupled with various morphological
characterization techniques, is important, but such work is not
included in this chapter.

Deformation behavior of amorphous polymers has been
studied for years, and explained in terms of structure of
polymers. Especially, great progress has been made by using
the concept of “network (strand) density” to understand the
deformation behavior (such as crazing and shear deformation)
[1, 2]. When the concept of a critical thickness of the polymer
layer, below which a sample behaves in a ductile manner even
for normally brittle polymers like polystyrene (PS), has been
added to the network density concept, more comprehensive
understanding has become possible [3–8]; and it provides a
great opportunity for developing ductility of otherwise brittle
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© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

polymeric materials. This subject is explained in detail in
Section 18.2.

Deformation behavior of semicrystalline polymers is more
complex [9], because the morphology of such polymers
are inherently complex and thus influences the deformation
behavior [10]. For example, the degree of crystallinity
changes the amount of amorphous region, which tends to
deform easily. Furthermore, higher order structure, such
as spherulites (e.g., size), can influence the deformation
mode. The control of morphology is not straightforward
for semicrystalline polymers, unlike for amorphous poly-
mers, making the deformation behavior of semicrystalline
polymers more difficult to understand. However, a general
trend has been noted and summarized by various researchers
[10, 11]. Also, recent studies explain large-strain deforma-
tion of semicrystalline polymers in terms of entanglement
density of the amorphous phase [12]. This approach is
consistent with the successful approach used to under-
stand the deformation behavior of amorphous polymers
in terms of strand density. This is explained in detail in
Section 18.3.

Finally, as an example showing significant influence of
morphology on deformation behavior, block copolymers
are chosen. Because of the microphase separation occurring
between different blocks, block copolymers form various
structures (morphologies), which in turn influence their
deformation behavior. This is described in Section 18.4, in
which only a small number of examples have been chosen
to demonstrate the morphology–deformation relationships,
because a vast amount of literature and work cannot be cov-
ered. Morphology and characterization of block copolymers
are also described in several chapters in this book.
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18.2 DEFORMATION BEHAVIOR OF AMORPHOUS
POLYMERS

18.2.1 Deformation Behavior of Thin Films

Although polymers are finding increasing use in engineering
applications because of their many advantages, such as low
density, low cost, ease of fabrication, and unique properties
that are not found in other materials, their use is limited by
the tendency of many of these polymers to fail in a brittle
fashion [10]. An important consideration for the use of poly-
mers in engineering applications is an understanding of the
way they respond to mechanical loading, including small- and
large-strain properties, deformation mechanisms, and ultimate
failure modes.

The deformation behavior of amorphous polymers has
been studied extensively, partly because the structure is
rather simple as compared with semicrystalline polymers;
thus, the relationship between structure and properties can
be established with relative ease. It is well known that two
major micromechanisms are involved in the deformation
and subsequent fracture of glassy polymers [1, 2, 13] (see
Figs. 18.1 and 18.2). These are crazing and shear yielding,
and both involve localized plastic deformation and some
energy is dissipated during the deformation. In a craze,
polymer chains are stretched along the stress direction and

form plastically deformed fibrils that are interspersed with
voids. Thus, crazing is a cavitational process, leading to
an increase in volume. Shear yielding occurs essentially at
constant volume (no voids) and leads to a permanent change
in shape, where polymer chains are stretched due to shear
component of the stress. Shear yielding can take place either
in highly localized shear bands or diffuse shear deformation
zones [4]. Brittle polymers, such as PS, usually deform by
crazing, while tougher polymers, such as polycarbonate (PC),
usually deform by shear yielding. Although crazes are load
bearing, as they consist of many small-oriented fibrils, with
diameter in the range of 5–30 nm, cracks can be formed
within crazes by breakdown of the fibril structure, leading
to decreased fracture resistance [14]. Therefore, one way to
make polymers more fracture resistant is to control crack
nucleation in crazes by suppressing craze formation in favor
of shear deformation [1].

There has been considerable progress over recent years
in the study of molecular mechanisms involved in crazing
and shear yielding [1, 2]. When sample preparation and
test conditions (temperature, stress state, strain, strain rate,
and thermal history) are chosen to be the same, the effect
of molecular variables can be determined. It is now well
established that (network) strand density plays an important
role in determining the deformation mechanism and in affect-
ing the craze–shear deformation transition. Polymers are

Crazing Shear yielding

Unoriented chains Unoriented chains

Aligned fibrilsOriented fibrils

Figure 18.1 Deformation modes in amorphous polymers: crazing (normal yielding) and shear yielding. Hertzberg [13]. Reproduced with
permission of John Wiley and Sons.

0.1 μm

1 mm

Figure 18.2 A craze formed under tension and shear bands formed under compression for PS. Kinloch and Young [10]. Reproduced with
permission of Elsevier.



�

� �

�

DEFORMATION BEHAVIOR OF AMORPHOUS POLYMERS 337

Entanglement strand

Me

Figure 18.3 Entanglement strand in amorphous polymers. Ma et al.
[15]. Reproduced with permission of American Chemical Society.

considered as a network made of strands and entanglements
(see Fig. 18.3); and entangled network strand density, 𝜈e, can
be calculated as

𝜈e = 𝜌
NA

Me
(18.1)

where 𝜌 is the polymer density, Me is the entanglement
molecular weight, and NA is Avogadro’s number. Thus, the
network strand density of linear polymers, which is simply
the (physical) entanglement density calculated from the
entanglement molecular weight, is considered to be a material
constant, a characteristic value for any specific polymer.

The value of 𝜈e can determine whether the polymer
deforms by crazing or shear yielding. The larger the 𝜈e
value, the larger the crazing stress, but shear yield stress
is little changed with 𝜈e; thus, by increasing the 𝜈e, yield
stress becomes smaller than the crazing stress, and this
makes shear deformation easier to occur. Thus, polymers
with low 𝜈e, like PS and poly(tert-butylstyrene)(PTBS)
deform by crazing, whereas polymers with higher 𝜈e, like
PC and poly(phenylene oxide)(PPO), deform by shear
yielding. In polymers of intermediate values of 𝜈e, such
as poly(styrene-co-acrylonitrile)(SAN), both crazing and
shear deformation are simultaneously observed in thin films
[16]. Because crazing is a cavitational process and can be a
precursor of crack formation, but shear yielding is not, PC
and PPO are more fracture resistant than PS and PTBS.

The (theoretical) maximum extension ratio of a strand can
be determined as (see Fig. 18.4)

𝜆max =
le
d

(18.2)

where le is the chain contour length between entanglements
(i.e., maximum length of a stretched strand) calculated as

le = l0
Me

M0
(18.3)

where l0 is the average projected length of a stiff unit along
the chain and M0 is its molecular weight. d is the mesh size,
that is, the root-mean-square end-to-end distance of the chain,
determined by

d = k(Me)1∕2 (18.4)

le
d

Figure 18.4 Polymer chain (strand) before and after extension.
Donald and Kramer [17]. Reproduced with permission of Elsevier.

where k is a constant determined by small-angle neutron
scattering (glassy solid) or light scattering experiment (dilute
solution) in a Θ state. It has been observed that the measured
craze fibril extension ratio, 𝜆, follows the relation, 𝜆∼ 0.8𝜆max,
for glassy polymers; and the measured extension ratio of
microscopic shear deformation zones is 𝜆∼ 0.6𝜆max. Thus,
large-scale extension of polymer chains, which is expected
from theoretical calculation, occurs within the localized
regions, although overall extension of the sample is very small
in brittle polymers.

The idea described above for glassy amorphous homopoly-
mers can be extended to include miscible amorphous polymer
blends, such as PS/PPO. Furthermore, a low degree of covalent
cross-links can be considered as equivalent to entanglements
for controlling the deformation mode. The strand density of
cross-linked polymers is defined as the sum of the entangle-
ment density and the covalent cross-link density [18] as

𝜈 = 𝜈e + 𝜈x (18.5)

where 𝜈x is the cross-linked-strand density. Figure 18.5 shows
a systematic comparison of such polymers as a function of
𝜈. As the figure indicates [2, 18], deformation mechanism
of amorphous glassy polymers changes from crazing only,
to crazing plus shear yielding, and to shear yielding only, as
the strand density of the polymer network is increased. The
transitions from crazing to crazing plus shear and from crazing
plus shear to shear only take place at almost identical values
of 𝜈 for all polymers studied. The craze–shear transition may
be predicted by a craze growth model [2]. Craze suppression,
by either increasing 𝜈x in the cross-linked polymer or 𝜈e in
the uncross-linked ones, is due to the extra energy required
to break more main-chain bonds to form these craze fibril
surfaces [18].

We can further extend the concept of strand density to
include the ionic cross-linking effects observed for ionomers
[19, 20]. Ionomers, usually containing ionic groups of up to
10–15 mol% along backbone chains, form ionic aggregates.
These aggregates can work as ionic cross-links [21–25] (see
Fig. 18.6). Therefore, for linear ionomers, ionic cross-linking
effect should be considered in addition to the entanglements
of the base polymers. Like a covalent cross-linked polymer,
ionic cross-link density can be calculated as

𝜈i = 𝜌
NA

Mi
= f𝜌

NA

M0
(18.6)
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where Mi is the average molecular weight between ionic
groups and f is the ion content (fraction). The total effective
strand density can be written as

𝜈eff = 𝜈e + k𝜈i (18.7)

where 𝜈eff is the effective strand density and k is a coefficient
reflecting the effectiveness of ionic cross-links as compared
with covalent cross-links or physical entanglements (at tem-
peratures far below Tg). As the strength of ionic cross-links
is smaller than that of covalent cross-links, the range of k is
0< k< 1. The k value of monovalent (e.g., Na) salt ionomers
is low, while the k value of divalent (e.g., Ca) salt ionomers of
the same ion content is higher, leading to higher 𝜈eff values.
As 𝜈i increases with f, as seen from Equation 18.6, 𝜈eff value
increases with increasing ion content f, and this increase
is expected to produce changes in deformation modes of
ionomers.

While crazing is the only observed deformation mechanism
of PS, introduction of ionic groups (and ionic cross-links)
into PS can alter the deformation mechanisms induced in
strained thin films and lead to the development of smaller,
more stable crazes; and, at ion contents of about 6 mol% or
above, shear deformation develops in addition to crazing
[26, 27]. A similar trend has been observed for other ionomers,
such as poly(methyl methacrylate) (PMMA) ionomers [15].
Although covalent cross-linking can also alter the deformation
mechanism from crazing to shear yielding [18], as described
above, this is accompanied by a limitation in processability. In
contrast, ionomers, having thermolabile ionic cross-linking,

Ionic cross-link strand

Mi

Figure 18.6 Ionic cross-link strand formed in ionomer. Ma et al.
[15]. Reproduced with permission of American Chemical Society.

maintain good processability, and therefore can be used as
thermoplastic polymers with enhanced mechanical properties.
As the structure of ionic aggregates and the strength of ionic
bonds can be altered through changes in the ion content or
the nature of the counterion [19], there are more varieties in
ionically cross-linked polymers than covalently cross-linked
polymers.

18.2.2 Deformation Behavior of Bulk Polymers

Although the results described above have been observed for
thin films under tension and large-strain plastic deformation is
usually observed only for localized regions – crazes or shear
deformation zones – Meijer has demonstrated that macro-
scopic plastic deformation can be indeed observed for these
amorphous polymers under tension, as far as the thickness of
the deformed polymer is less than a critical value [3–8]. Thin
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layers were formed either by (i) coextrusion of an amorphous
polymer (i.e., a polymer of interest) and a poor-bonding
polymer – for example, PS/polyethylene (PE) (Fig. 18.7a)
or (ii) addition of nonadhering rubber particles into the
amorphous matrix polymer, where the average thickness of
the polymer layer between rubber particles can be decreased
by increasing the rubber content (Fig. 18.7b). Large extension
(strain at break), for example, over 200% for PS! (Fig. 18.7b),
can be observed when the thickness of the film is less than
the critical value (0.05 μm for PS). Figure 18.8 clearly
shows significant increase in ductility (strain at break) as the
thickness is reduced to the critical thickness. The behavior is
explained in terms of network strand density developed for
localized deformation. Like localized deformation discussed
by Kramer, the idea can be applied to amorphous glassy
polymers, polymer blends, and cross-linked polymers. For
example, polymer blends made of PS and PPO show the strain
at break of 75% for PS/PPO (40/60) blend when the blend
layer thickness is less than 0.3 μm (see Fig. 18.9). The same
trend is observed for cross-linked thermosetting polymers.
From the volume measurements, it is shown that the defor-
mation mode changes from crazing for thicker layers to shear
deformation for thinner layers (below the critical thickness).
Thus, large extension can be achieved not only for a localized
(inhomogeneous) deformation but also for macroscopic
(homogeneous) deformation. In fact, observed macroscopic
extension ratio, 𝜆macr, of shear deformation is related to the
theoretical maximum extension ratio, 𝜆max (defined by Eq.
18.2) by 𝜆macr = 0.6 𝜆max (see Fig. 18.10). This relation is the
same as that obtained for localized shear deformation zones
[18]. The large extension of polymer chains observed in a
localized zone is now observed macroscopically for a whole
sample with the same extension ratio.

By using the energy criteria for a brittle-to-ductile transi-
tion of amorphous polymers, Meijer derived the quantitative
relation between the critical thickness and 𝜈, showing that
the larger the 𝜈 value, the larger the critical thickness. Thus,
polymers that tend to craze due to low 𝜈 value (e.g., PS) need
thinner layers to develop large macroscopic extension than
polymers that tend to shear due to high 𝜈 value (e.g., PC).
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Figure 18.8 Thickness dependence of strain at break for the PS
layer in PS/PE multilayers. Below the critical value of thickness, frac-
ture strains increases significantly. van der Sanden et al. [7]. Repro-
duced with permission of Elsevier.

Many interesting results can be found in their treatments
and readers are encouraged to read their original papers for
more details [3–8]. The effect of reduced layer thickness
and the resulting ductile behavior is later identified for
block copolymers, too, in which thin PS layers in lamellar
morphology deform plastically when the thickness of the PS
layer is smaller than the critical value (named as “thin-layer
yielding”) [28](see Section 18.4).

18.3 DEFORMATION BEHAVIOR OF
SEMICRYSTALLINE POLYMERS

Crystalline polymers show various morphologies, ranging
from single crystals (100% crystalline) to semicrystalline
polymers (made of a crystalline phase and an amorphous
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phase), where the amorphous phase is either rubbery or
glassy (depending on whether the temperature is above Tg or
below Tg). Also, semicrystalline polymers can be either in an
unoriented form or an oriented (fiber) form, with contrasting
behavior. Semicrystalline polymers are often ductile, unlike
many amorphous polymers that are brittle, and deformation is
nonlinear showing large-scale yielding [10].

Typical stress–strain curves for crystalline polymers are
shown in Figure 18.11 [10]. Polymer single crystals, for
example, polydiacetylene, develop very high modulus and
strength with small deformation. Semicrystalline polymer

fibers show high modulus due to a high degree of molecular
orientation, with little plastic deformation. Unoriented
semicrystalline polymers behave differently, according to
the temperature. At a temperature below Tg, the amorphous
phase does not flow, showing higher yield stress with lower
strains. At a temperature above Tg, the amorphous phase is
ductile, yield, and flow [10]. In this section, single crystals
and oriented fibers are excluded from consideration.

As described above, semicrystalline polymers are more
complex, including the two-phase structure, with the crys-
talline phase having various degrees of crystallinity and
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Reproduced with permission of Elsevier.

various sizes of spherulites (or lamellar thickness). More
recently, an explanation of deformation behavior has been
given (or reemphasized) in terms of an entanglement network
existing in the amorphous phase of the semicrystalline
polymer. The idea has been successfully used for ultrahigh-
molecular-weight polymers [29–31]. Meijer et al. used the
same concept to explain strain hardening in semicrystalline
polymers. By considering the huge success in explaining
the deformation behavior of amorphous polymers in terms
of network density, as explained in Section 18.2, such an
explanation seems attractive, not to mention the simplicity
and the systematic approach achieved in such an approach.

18.3.1 Deformation of Unoriented Semicrystalline
Polymers

At room temperature (i.e., above Tg for many semicrystalline
polymers), semicrystalline polymers are tough and show large
plastic deformation before fracture. A typical morphology
(at the highest level) found in semicrystalline polymers is
spherulite, which influences the deformation behavior of
polymers.

The effect of spherulite on the deformation behavior of
semicrystalline polymers can be seen for a semicrystalline
polymer, poly(ethylene oxide)(PEO), with different molec-
ular weights. One is small (300,000) and the other is large
(5,000,000) (see Fig. 18.12). Large ductility is seen for
high-molecular-weight PEO, while low values of the ductility
and energy to fracture is seen for low-molecular-weight PEO.
One possible cause is the presence of large spherulites in
the low-molecular-weight PEO. In semicrystalline polymers,
a high degree of extensibility is generally associated with
small spherulites [10, 33]. An optical view of the spherulitic
structure in the 300,000 PEO shows that the average spherulite
size is large, 300–350 mm [32]; and the boundaries between
the spherulites contain many imperfections. Such regions
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Figure 18.12 Stress–strain curves for low MW PEO showing small
ductility and high MW PEO showing fracture strain of well over
100%. Tsou et al. [32]. Reproduced with permission of John Wiley
and Sons.

provide relatively easy paths for crack propagation [10]. The
SEM image shows a crack that has propagated along the
weak spherulite boundary regions. The detrimental effect
of large spherulites and weak boundaries, as noted here for
low-molecular-weight PEO, is consistent with findings that,
in another crystalline polymer, isotactic polypropylene (PP),
there is a transition from ductile to brittle behavior [33] as the
spherulite size is increased.

Another reason for the low values of strain to fracture for
the 300,000 PEO is a reduced number of tie molecules between
adjacent spherulites and between the crystalline lamellae that
are located in the radial arms of the spherulites. Tie molecules
increase in number with increasing molecular weight and have
a significant effect on resistance to fracture [10, 34, 35]. Hence,
for high-molecular-weight grades of PEO, not only is the aver-
age spherulite smaller but there are many more stress-carrying
tie molecules. These interspherulitic and intraspherulitic links
provide the semicrystalline polymer with a much greater
resistance to crack development and fracture. As a result,
the high-molecular-weight PEO develops large values of
strain before fracture and have high values of fracture energy
or toughness. Although the word “tie molecules” is often
used to explain the mechanical properties of semicrystalline
polymers, it is of interest to consider these as “effective entan-
glements,” [11], because the concept has been successfully
used to explain the behavior of amorphous polymers.

As seen above, the problem in dealing with semicrystalline
polymers is the difficulty in controlling the morphology (vary-
ing one when others are fixed). One promising approach has
been reported more recently, as explained next.

18.3.2 Strain Hardening and Network Density

Although understanding of the deformation behavior of amor-
phous polymers is well established in terms of molecular struc-
ture, as described in Section 18.2, the deformation behavior of
semicrystalline polymers, in particular, large-strain behavior,
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such as strain softening and strain hardening (see Fig. 18.13),
is still not well understood. Although many studies are focused
on the crystalline structures, such as degree of crystallinity and
spherulite size, the role of amorphous phase and its chain struc-
ture are less emphasized.

More recently, Meijer and coworkers have presented
systematic experimental results and explanations about
large-deformation behavior by focusing on the amorphous
phase of semicrystalline polymers [12]. They reviewed
the various reported results, stating that most plausible
explanation for semicrystalline polymers is the concept of
the rubber-elasticity theory, that is, strain hardening being
proportional to entanglement (strand) density. Similar to
amorphous polymers, only the entangled polymer network,
which depends on processing conditions and chain length, is
the origin of the strain-hardening behavior.

The relation between the microstructure of semicrystalline
polymers and their intrinsic deformation behavior is studied
[12]. For this purpose, well-characterized poly(ethylene
terephthalate)(PET), PE, and PP samples are used. Com-
pression tests are used to study large-deformation behavior,
because some samples may deform in a brittle fashion under
the normal stress–strain testing condition. Two processing
methods are used for making samples: melt crystalliza-
tion and cold crystallization (i.e., quenching followed by
room-temperature annealing, because Tg is lower than the
room temperature). Melt crystallization provides very slow
cooling, causing disentanglement during lamellar folding,
whereas cold crystallization leads to constant entanglement
density (same as that in amorphous melt). It has been
demonstrated that the entangled polymer network is the
origin of the strain hardening of semicrystalline polymers, as
explained below.

First, it is observed that the strain hardening is same for
amorphous PET and cold crystallized PET, although the crys-
talline phase is developed by cold crystallization. For example,
the slope at large strain is used to define the strain-hardening
modulus; and the lines are parallel and thus strain-hardening
modulus values are the same for PET with 0%, 22%, and 29%

crystallinity (Fig. 18.14a). Also, true stress–strain curves of
annealed PE show that strain hardening is not affected by the
degree of crystallinity.

Second, by contrast, melt crystallization leads to lower
values of strain-hardening modulus. This observation proves
that entanglements affect the strain-hardening behavior,
because melt crystallization causes disentanglement during
crystallization from melt (i.e., lamellar folding). Also, a lower
molecular weight grade polymer shows lower strain harden-
ing (see Fig. 18.14b for PE). The dependency on molecular
weight also indicates that the entangled polymer network is
the origin of strain hardening in semicrystalline polymers.
The longer chains of a higher molecular weight grade result
in a larger number of entanglements, which in turn increase
the stress contribution of the network at large deformations.
The similarity in the results observed on all polymers tested
(PET, PE, and PP) supports the conclusion that the crystalline
phase does not contribute to strain hardening, which is mainly
controlled by the chain entanglements.

The importance of entanglements in the deformation and
fracture of semicrystalline polymers is widely acknowl-
edged, although by implicitly using such a concept as
tie molecules [36]. The importance of entanglements in
large-strain behavior is also well known for processing of
ultrahigh-molecular-weight polymers [29–31]. Smith and
coworkers were able to draw solution-crystallized samples
(e.g., PE) up to very high strains; in contrast, melt-crystallized
samples showed a much larger strain hardening and subse-
quent fracture of the sample. This difference in large-strain
behavior is explained in terms of the difference in entangle-
ment density. For the melt-crystallized samples, the entangled
network causes fracture of chains. For the solution-crystallized
samples, a large degree of chain disentanglement occurs,
leading to polymer coil stretching [12]. Thus, the concept of
entanglements is very important in understanding deformation
behavior of semicrystalline polymers. Trapped chain entan-
glements in the amorphous phase and physical cross-links by
crystallites have been used to explain the large-strain behavior
of semicrystalline polymers [12].

18.4 DEFORMATION BEHAVIOR OF BLOCK
COPOLYMERS

Block copolymers are made up of more than two different
polymers connected by covalent bonds. Due to thermo-
dynamic repulsion between the component polymers,
microphase separation occurs and various types of structures
(spheres, cylinders, lamellae, and gyroids) are formed [37–39]
(see Fig. 18.15), which have been studied extensively and
are described in several chapters in this book. Here, defor-
mation of block copolymers has been described in terms of
microstructure/morphology of block copolymers. As there are
many reports concerning simple deformation, here the empha-
sis is placed on the mechanical deformation (mechanical
properties) and their relationships with microstructures [41].
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The main factors influencing the deformation behavior
may be molecular weight, composition, morphology, chain
architecture, orientation of the microdomains, and thermal
history of the block copolymer. Two examples are chosen for
demonstrating the effect of morphology on the deformation
behavior of block copolymers.

18.4.1 Block Copolymers Based on S and B

Block copolymers, S–B and S–B–S, are chosen as a first
example, where S is styrene and B is butadiene. The Tg

values are 100 ∘C for PS and −100 ∘C for PB; thus, the
former is glassy and the latter is rubbery at room temperature.
The S–B (glassy/rubbery) diblock copolymer shows brittle
behavior due to localized craze formation [42, 43]. Because
of the lack of chain mobility, a hard PS phase works as
“physical cross-links” for a rubbery PB phase. In the S–B
block copolymers, physical cross-links are formed only at one
PB chain end; thus, insufficient cross-links make the material
weak against deformation.

By contrast, S–B–S triblock copolymers show different
behaviors according to the content of the glassy phase. When
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Figure 18.16 Molecular architecture of the block copolymers; the
oblique line between the blocks represents a tapered transition. The
volume fraction of PS is ∼0.7. Adhikari [40]. Reproduced with per-
mission of Elsevier.

a PS phase is a dispersed phase (at low PS content), rubbery
deformation is seen. Strain mainly arises from the soft matrix
PB phase. Rubbery chains orient along the stress direction
and the glassy phase rotates its long axis along the stress
direction. When the PS content is increased to be comparable
to the PB content, a lamellar structure is formed. This
alternating structure leads to the formation of necking under
tension, leading to large plastic deformation of the glassy
PS phase. It is expected that the rubbery block possesses
sufficient physical “cross-links” on both sides of the rubbery
molecule (due to the glassy nature of outer blocks) in the
S–B–S triblock copolymers. When the PS content is further
increased, reversal of the structure occurs (a PB phase in the
PS matrix phase). The block copolymers deform in a brittle
fashion due to crazing in the PS phase.

Michler also studied the effect of morphology on the
deformation and mechanical behavior of S–B based block
copolymers with different molecular architectures. By fixing
molecular weight (ca. 100,000) and composition (ca. 70 vol%
of PS), but changing the molecular architecture (S–B–S
triblock, S–(B/S)–S triblock, star block, and star/tapered
block), they observed morphology changes from cylinders,
to lamellae, and to gyroids (see Fig. 18.16). These different
morphologies lead to different deformation and mechanical
behavior. Figure 17a and b shows the stress–strain behavior
of linear block copolymers: LN1 (symmetric S–B–S), LN2
(asymmetric S–B–S with a tapered midblock), and LN4

(symmetric S–(B/S)–S block with a random B–S midblock).
LN1 forms PB cylinders in the PS matrix, and shows yielding,
strain softening, and fracture at rather small strain (20%).
Deformation mode observed by TEM is a craze-like deforma-
tion zone due to cavitation of the matrix PS phase. LN2 forms
lamellar morphology, and shows yielding at lower stress than
LN1, with little strain softening, followed by extensive strain
hardening (strain at break of ca. 400%). TEM observation
indicates that alternating layers of PS and PB domains become
thinner after large plastic deformation. The large ductility
arises from “thin layer yielding” [44], as also described in
Section 18.2 and noted by other researchers [5, 7, 8, 45].
Finally, LN4 shows behavior typically seen for elastomers.
Tapping mode scanning force microscopy shows destruction
of the randomly oriented PS phase and fragmentation of the
glassy PS cylinders at high deformation (strain at break is ca.
550%). Figure 18.17c compares the stress–strain behavior
of star block copolymers: both star block copolymers (ST2
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with lamellar morphology and ST3 with co-continuous
structure) show ductile behavior characterized by large plastic
deformation, explained in terms of thin-layer yielding of PS
layers whose thickness is below the critical value [28]. These
results clearly indicate the important role of morphology in
determining the deformation behavior of block copolymers.

18.4.2 Block Copolymers Based on E and C (CHE)

The importance of chain architecture is studied by fix-
ing the molecular weight (ca. 110,000) and composition
(PE fraction of ca. 30 wt%) of block copolymers made
of poly(vinylcyclohexane) (PCHE) and PE. Both triblock
(C–E–C) and pentablock (C–E–C–E–C) copolymers show
cylindrical morphology of the PE phase [46]. As explained
in Section 18.2.1, PCHE is a glassy polymer and shows
brittle deformation due to crazing, which is expected
from high-entanglement molecular weight of 49,000 (or
low-entanglement density). On the other hand, the amorphous
phase of semicrystalline PE is expected to deform by shear
deformation due to very low entanglement molecular weight
of 1200 (or high-entanglement density).

The triblock copolymer C–E–C shows quite brittle behav-
ior due to craze formation and craze breakdown. However,
when the pentablock copolymer C–E–C–E–C with similar
molecular weight and composition is deformed, significant
improvement is noted: no fracture is noted up to the limit
of the experiment using a cooper grid method, for example,
23% strain. TEM observation shows that deformation is
primarily due to shear deformation, and often crazes and shear
deformation zones coexist where crazes are blunted by shear,
as often seen for polymers with a relatively high entanglement
density (e.g., SAN [16]). Kramer proposed the following
mechanism to explain the observation. The existence of the
midblock C chain is critical, in that the midblock chains
bridge between highly entangled PE domains (cylinders) and
increase the effective entanglement density, thereby enhancing
shear deformation in favor of the crazing and enhance fracture
resistance. This leads to a brittle-to-ductile transition.

Also, experiments were conducted for triblock copolymers
(C–E–C) to apply different sample history to show the effect
of cylinder orientation [47]. In quenched (spun-cast) samples,
PE cylinders are randomly oriented. Upon annealing the sam-
ples, more cylinders are arranged perpendicular to the film
surface. The experimental results indicate that by applying
thermal treatments, films change from being ductile to brittle.
Also, by applying shear flow field, cylinders are aligned
along shear direction; thus, film samples with cylinders either
parallel or perpendicular to the film surface can be made.
The former samples show ductile behavior, but the latter
samples show brittle behavior. The orientation of cylinders
clearly changes the deformation behavior of C–E–C triblock
copolymers.

Finally, combining the abovementioned studies with addi-
tional experiments, a more complete picture has emerged as
to the effect of various factors for deformation behavior of

C–E-based block copolymers (see Fig. 18.18) [48]. When the
second phase is lamellar, chain architecture plays a major role.
Diblock copolymers show very small strain (brittle): all the
films fail at 2% and deforms predominantly by crazing. In con-
trast, triblock and pentablock copolymers show ductility and
toughness (no failure up to 27%, an upper limit of a copper
grid method) and the deformation mode is mainly shear defor-
mation, as explained above.

When the second phase is cylindrical (for C–E–C–E–C
pentablocks), microdomain orientation becomes important.
For example, when PE cylinders are randomly oriented (made
by spun cast), samples are ductile and show no fracture up
to 27%. When annealed and cylinders are more aligned to
normal to film direction, more films failed at 27%; and when
cylinders are near completely aligned normal to film surface
upon further annealing, all the films fail at 27% strain. This
clearly indicates the effect of thermal history (physical aging),
which changes the orientation of cylinders from random
to normal to the film surface. It is also shown that highly
oriented C–E–C–E–C is tougher than the similarly oriented
C–E–C. Bridging C midblock in the pentablock architecture
is primarily responsible for the differences in toughness
between the C–E–C and C–E–C–E–C blocks (Fig. 18.18).

Here again, the important idea for understanding the
deformation behavior and mechanical properties of block
copolymers is entanglement (strand) density. The entangle-
ment density is increased by using block copolymers in which
soft entangled domains (E) are anchored with hard domains
(C), which work as physical cross-links for the PE phase,
leading to an increase in effective entanglement density.

Again, the importance of entanglement density is noted for
understanding the deformation of block copolymers: this is
applicable to all polymeric materials from amorphous poly-
mers, to semicrystalline polymers, and to block copolymers.
It is expected that many of the deformation behavior will be
explained systematically by using the concept of entanglement
density. This needs more systematic investigation both exper-
imentally and theoretically.

18.5 CONCLUSIONS AND OUTLOOK

Deformation behavior of amorphous polymers is well under-
stood by using the concept of strand network density. Whether
crazing or shear deformation is observed depends on the total
network density, and the extension ratio of each deformation
zone is proportional to the theoretical maximum extension
ratio. Macroscopic shear deformation, leading to ductile
behavior under tension, can be achieved by using thin layers
whose thickness is below the critical value, even for normally
brittle polymers like PS. The observed extension ratio of
macroscopic shear zones is the same as that observed for
localized shear zones.

Deformation of semicrystalline polymers is more difficult
to understand due to complexity of structures made of an amor-
phous phase and a crystalline phase; yet, a simple explanation
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Figure 18.18 Block copolymers made of polyethylene (PE) and poly(vinylcyclohexane) (PCHE) with lamellar and cylindrical morphologies.
Khanna et al. [48]. Reproduced with permission of American Chemical Society.

is given in terms of the strand density of amorphous phase to
explain the behavior after yielding (strain softening and strain
hardening). Entanglement effects between crystalline phases,
typically expressed as tie molecules, are used to explain some
deformation behavior of semicrystalline polymers.

Block copolymers provide various types of morphologies
that influence deformation behavior. The concept of effective
entanglement density due to the existence of a hard phase (and
physical “cross-links”) is used to explain the deformation
behavior of block copolymers.

Although there are some differences of nuance, entangle-
ment (network) density plays a major role in determining
deformation modes in polymers, ranging all the way from
amorphous polymers to semicrystalline polymers, including
block copolymers. Further research will provide more evi-
dence for this line of reasoning; also, some previous results
may be reinterpreted in terms of the entanglement density.
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19.1 INTRODUCTION

Since the discovery of the first synthetic polymer Bakelite [1],
around a century ago, a diverse range of polymeric materials
with versatile properties has been synthesized and is widely
being used in industrial and household applications. However,
even before the possibility to synthesize new polymer materi-
als was realized, polymer blending was already recognized as
a method to generate materials with improved properties [2].
By blending different polymers, materials can be obtained
with properties that are a synergistic combination of those
of the components. This allows to meet the increasingly
stringent material requirements that are brought about by
rising consumer demands and advancing technologies. Sev-
eral characteristics such as mechanical, electrical, thermal
and flow properties should often be tailored simultaneously,
which is an extremely complicated goal to achieve with single
polymers. Hence, in 2012, the global engineering plastics
market of around 10 million tons, consisted for around 10% of
polymer alloys and blends [3]. In addition to the development
of new materials, polymer blending also becomes more
and more important with respect to polymer recycling. The
large amounts and variety of plastics that are used nowadays
lead to huge mixed plastic waste streams that require high
investments for separation and hence often end up in low
value waste management processes such as landfill or energy
recovery [4, 5]. Hence, recycling these mixed waste streams
into polymer blend based products, would allow to increase
the plastics recycling rate on the one hand and to create added
value on the other hand. Development of a fundamental
understanding of the effects of blending on the properties of

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

polymers is thus essential to optimally utilize this promising
class of materials.

As the high molecular weight of polymers results in a
limited entropy gain upon mixing, most polymers are immis-
cible [6]. Nevertheless, a limited set of miscible polymer
pairs exists, and several of them have found commercial
applications [1]. In such systems, the level of molecular
mixing is sufficient to yield macroscopic properties that are
consistent with a single-phase material [6]. Nevertheless,
concentration fluctuations and chain connectivity effects
can lead to the presence of local microheterogeneities.
The segmental dynamics in miscible blends is thus rather
complex and not yet fully understood at present [7]. For
many polymer pairs, miscibility is only obtained under
certain conditions of concentration, temperature and pres-
sure, in which case the polymers are termed partially
miscible. For such systems, temperature-composition or
pressure-composition diagrams can be drawn, that consist of
three distinct miscibility regions namely a stable, a metastable
and an unstable region. Figure 19.1a presents an example of
a temperature-composition diagram for a partially miscible
blend. When changing temperature, pressure or concentration
as such that the blend undergoes a transition from the stable
or one-phasic region to the unstable or metastable regions,
phase separation will occur respectively spontaneously or
driven by concentration fluctuations [6, 8]. This results in a
two-phasic polymer blend system. Examples of two-phasic
structures can be seen in Figure 19.1b–d whereas Figure 19.1e
shows a miscible blend with a one-phasic structure. The
thermodynamics and kinetics of phase separation in polymer
blends is a rich and intriguing phenomenon that is still under
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Figure 19.1 Schematic representations of (a) temperature-composition diagram for a partially miscible blend with a lower critical solu-
tion temperature and most common blend morphologies including (b) droplet–matrix structure, (c) fibrillar morphology, (d) cocontinuous
morphology, and (e) miscible state.

intense research. However, this topic is beyond the scope of
the present chapter, in which the focus will be on immiscible
polymer blends.

Blending immiscible polymers results in multi-phasic
materials with a certain phase morphology [8]. Although
blending two polymers is the most common approach, also
ternary blends have received a considerable amount of inter-
est. The different morphologies occurring in ternary blends
have recently been reviewed by Shokoohi and Arefazar [9]. In
the present chapter, only binary immiscible polymer blends
will be considered. Such systems consist of either dispersed
domains in a continuous phase or of two cocontinuous phases,
as shown in respectively Figure 19.1b, c and d. Polymer
blends are generally solid at room temperature but they
constitute a very viscous emulsion during their processing
in the melt. This allows for morphology development dur-
ing blending and further processing, while the blends are
subjected to flow. After processing, cooling or cross-linking
leads to a solidification of the material and hence a fixation
of the generated microstructure. Once the relations between

morphology development and flow conditions are derived,
it is thus possible to tailor blend morphology by applying
the appropriate processing conditions. It is well established
that the properties of immiscible blends not only depend
on the characteristics of the blend components and their
concentration, but are also highly dependent on the phase
morphology. Tailoring of the blend morphology thus allows
to optimize product properties.

In the present chapter, the morphology development
of immiscible binary polymer blends is discussed. First,
morphology development in droplet–matrix structures is
described. Subsequently, the dynamics of fibrillar structures
is reviewed and finally cocontinuous structures are briefly
discussed. Although the main aspects of polymer blending are
well established and polymer blends are already widely used
in commercial products, recent novel insights in the areas of
miniaturization and particle stabilization have opened new
research topics in the area of polymer blending. In the last
part of this chapter, these recent advances in polymer blend
systems are briefly discussed.
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19.2 MORPHOLOGY DEVELOPMENT IN
BULK FLOW

Depending on blend concentration, properties of the compo-
nents, and flow history experienced by the blend, different
morphology types can occur [8]. At low concentrations of
dispersed phase, droplet–matrix structures (Fig. 19.1b) are
the predominant morphology type. When the concentration
of dispersed phase is increased and/or more intense flow
conditions are applied, fibrillar or laminar morphologies
(Fig. 19.1c) can form. Finally, in a certain range of concen-
trations, both phases can become continuous, leading to a
cocontinuous structure (Fig. 19.1d). These microstructures
can evolve dynamically during and after flow, with the specific
processes and their kinetics depending on the morphology
type. In this section, the main aspects of the dynamics of
droplets, fibrils and cocontinuous structures during flow and
in quiescent conditions will be described. In order to study
these dynamic processes, both direct imaging techniques
and indirect characterization techniques can be used, several
of which are described in Chapters 2–9. However, most of
the described techniques apply the post-mortem principle
whereas the study of dynamic processes requires in situ
time-resolved observations. These are commonly performed
with rheological and rheo-optical techniques. In the latter
techniques, controlled flow conditions are applied and
material structure is probed by means of microscopy, light
scattering, light transmission, and so on [10].

During processing, the material generally experiences a
complex time-dependent flow field. For example, the flow in
an extruder consists of a combination of shear and extension
due to the changing cross-section of the interior of the device.
This complexity of the flow field in processing equipment
hampers the development of fundamental insights and limits
the generalization of the results obtained from blending
studies. Hence, morphology development in model type flows
is often studied to map out the different aspects of blend
behavior in flow and the effects of the relevant parameters.

In the present chapter, the main focus will be on morphology
development in shear flow, which is the main flow component
in many processing, mixing and other operations that involve
rotating or moving parts. A limited description of works
dealing with extensional flow is also included. Using numer-
ical simulations or flow visualization, the flow kinematics in
processing equipment can readily be obtained. Hence, scaling
relations and models for morphology development in different
simple flows can be combined to describe the dynamics in
complex flow fields [11–14]. This section deals with flows for
which the presence of the walls does not affect morphology
development, which is further referred to as bulk conditions.
More detailed descriptions of specific aspects of morphology
development in immiscible polymer blends can be found in
literature reviews dealing with respectively droplet dynamics
[13, 15–21], cocontinuous blends [22], compatibilized blends
[15, 23–26], morphology development during processing
[13, 27] and rheology–morphology relationships [11, 28].
Finally, it has to be noted that in case of blends of molten
polymers aspects such as melting order of the components
can also affect the generated morphology [8]. However, the
discussion in the present chapter focuses on the hydrodynamic
aspects of morphology development.

19.2.1 Droplet–Matrix Structures

Figure 19.2a depicts a droplet in shear flow. In bulk conditions,
the gap spacing H is much larger than the droplet diameter
2R. In blends with a droplet–matrix morphology, morphology
development occurs through deformation, retraction, breakup
and coalescence of droplets. These dynamic processes are
schematically depicted in Figure 19.2b–d. The relation
between flow conditions and droplet dynamics for blends
with rheologically simple Newtonian fluids is well-known
and models and numerical simulations are widely available
[16–18]. As these relations allow to capture the major charac-
teristics of droplet dynamics in polymer blends and to predict
the main effects of flow intensity and component viscosity
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Figure 19.2 Schematic representations of (a) droplet in shear flow, (b) droplet deformation and retraction, (c) droplet breakup, and (d) droplet
coalescence.
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on blend morphology, they will be discussed first. However,
in commercial polymer blends, additional complexities
generally arise due to the non-Newtonian rheology of the
blend components, interactions between neighboring droplets
in nondilute blends and the presence of compatibilizers at the
blend interface. Obviously, from a research point of view, such
complex systems cannot be tackled in their total complexity
at once. Therefore, researchers have studied certain model
type problems that focus on a particular degree of complexity
at a time. The effects of these complexities will also be briefly
addressed here.

19.2.1.1 Droplet Deformation in Blends with Newtonian
Components As most polymers are highly viscous and have
closely-matched densities, buoyancy, inertia and Brownian
motion can generally be neglected. In that case, the dynamics
of isolated Newtonian droplets in a Newtonian matrix is
determined by two independent dimensionless groups: the
capillary number Ca and the viscosity ratio p [29]. The
capillary number represents the ratio of the deforming
hydrodynamic stresses over the restoring interfacial stresses:

Ca =
𝜂m ⋅ �̇� ⋅ R

Γ
(19.1)

with 𝜂m the matrix viscosity, �̇� the shear rate, R the droplet
radius and Γ the interfacial tension. For extensional or complex
flows, similar expressions are available in which the shear rate
is replaced by the relevant parameter that describes the flow
intensity [13]. The viscosity ratio p is defined as:

p =
𝜂d

𝜂m
(19.2)

with 𝜂d and 𝜂m the droplet and matrix viscosity respectively.
For a wide range of Ca-numbers, the droplet shape can be
approximated by an ellipsoid and the droplet deformation
is then generally quantified by means of the deformation
parameter D [17]:

D = L − B
L + B

(19.3)

with L and B the long and short axis of the droplet in the
velocity–velocity gradient plane, as indicated in Figure 19.2b.
When the droplet deformation remains limited, the mass and
momentum conservation equations in both fluids, together
with the appropriate boundary conditions at the droplet
interface can be solved analytically, leading to analytical
models for the droplet deformation [17]. Taylor was the first
to obtain an expression for the droplet deformation parameter
in bulk shear flow [29]:

DTaylor = Ca
16 + 19p

16 + 16p
(19.4)

It can be seen that the droplet deformation obtained from
the Taylor model increases linearly with the Ca-number.
The orientation angle 𝜑 of the droplet with respect to the

velocity direction (Fig. 19.2b) is predicted to be 45∘ [29]. The
equation obtained by Taylor provides the droplet deformation
up to the first order in Ca. Based on this initial theory,
several authors theoretically explored the droplet deformation
problem, including the time-dependent and higher-order
behavior, leading to more accurate expressions for the droplet
deformation parameter and orientation angle [16, 17].

When the droplet deformation further increases, it is not
possible anymore to find analytical solutions for the complex
fluid mechanics problem of a deforming droplet in flow. For
those cases, models that employ a shape tensor S are often used
to describe the droplet dynamics. In a first approach, an ellip-
soidal droplet shape is assumed and the tensor S is set to evolve
with time according to the following equation [20]:

Ṡ = f (S,D,𝛀) (19.5)

with D the deformation rate tensor, 𝛀 the vorticity tensor
and f a function that represents the competition between
flow and relaxation. This methodology has led to the devel-
opment of several phenomenological models [20], with the
Maffettone–Minale model the most widely used one [30, 31]:

dS∗

dt
− Ca(𝛀∗ ⋅ S∗ − S∗ ⋅Ω∗)

= −f1[S∗ − g(S∗)I] + Ca f2(D∗ ⋅ S∗ + S∗ ⋅ D∗) (19.6)

In this evolution equation for the shape tensor, S*, D*, and
𝛀* are the dimensionless versions of the shape tensor, rate
of deformation tensor and vorticity tensor respectively. The
eigenvalues of S represent the square semi-axes of the ellip-
soid. The factors f1 and f2 depend on the viscosity ratio and Ca:

f1 =
40(p + 1)

(2p + 3)(19p + 16)
(19.7)

f2 = 5
2p + 3

(19.8)

These factors were chosen as such that the small deformation
model of Taylor is recovered for small deformations. The
left-hand side of Equation 19.6 represents the change of S
with time and its rotation with the overall flow field. The first
term on the right-hand side represents the restoring action of
the interfacial tension, where g(S) is introduced to preserve
the droplet volume. The second term on the right-hand side
captures the deformation of the droplet with the flow. This
equation allows to accurately predict the droplet deformation
in flows with an arbitrary but uniform velocity gradient. In
case of shear flow, the following expression is obtained for
the steady state deformation parameter [30]:

DMM =

√
f 2
1 + Ca2 −

√
f 2
1 + Ca2 + f 2

2 Ca2

f2Ca
(19.9)

The evolution of the deformation parameter as a function of
the Ca-number is presented in Figure 19.3a for droplet–matrix
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Figure 19.3 (a) Steady state droplet deformation parameter versus Ca number for Newtonian droplets in a Newtonian matrix with p= 1.0:
experimental data (symbols) and model predictions (lines) (Adapted from Vananroye et al. [32]), (b) droplet retraction after cessation of
shear flow at Ca= 0.2 for Newtonian droplets in a Newtonian matrix with p= 2.2: experimental data (symbols) and model predictions (lines).
Adapted from Vananroye et al. [33]. Reproduced with permission of American Institute of Physics.

systems with a viscosity ratio p of 1. From the results in bulk
flow it can be seen that the experimental data are well described
by both the Taylor model and the Maffettone–Minale model.
For viscosity ratios that are either below or above 1, the
Maffettone–Minale model provides a more substantially
improved agreement with experimental data as compared to
the Taylor model [30].

A second class of models directly relates flow to blend
structure without the assumption of an ellipsoidal droplet
shape. This description was initiated by Doi and Ohta
for an equiviscous blend with equal compositions of both
components [34]. Coupling this method with a constraint of
constant volume of the inclusions, leads again to equations
for microstructural dynamics in blends with a droplet–matrix
morphology [35]. An alternative way to develop these
microstructural theories is the use of nonequilibrium ther-
modynamics. This way, Grmela et al. showed that the
phenomenological Maffettone–Minale model can be retrieved
for a specific choice of the free energy [36]. An in-depth
review of the different available models for droplet dynamics
can be found in the work of Minale [20].

In addition to the steady state droplet deformation, the dif-
ferent models for droplet dynamics also provide the transient
behavior of droplets during startup or after cessation of flow.
An aspect that is of particular interest in the processing of poly-
mer blends is the droplet retraction after cessation of flow.
This retraction toward the spherical shape is driven by inter-
facial tension and the ratio of the time scale of retraction to
that of solidification of the blend determines the remaining
anisotropy after the morphology has been frozen in. For ellip-
soidal droplets, the retraction occurs exponential in time, with
the following time constant [37]:

𝜏ellipsoid =
R𝜂m

Γ
(19p + 16)(2p + 3)

40(p + 1)
(19.10)

The retraction time thus increases with droplet radius,
viscosity of the matrix fluid and viscosity ratio. An example
of such an exponential retraction together with the predictions
of the Maffettone–Minale model is provided in Figure 19.3b
for the projected droplet axis Lp (Fig. 19.2b). When the initial
droplet shape is nonellipsoidal, shape retraction proceeds
slower as compared to that of ellipsoidal droplets and can
no longer be described by means of an exponential function
[16, 28, 38].

19.2.1.2 Droplet Breakup in Blends with Newtonian
Components As shown in Equations 19.4 and 19.9, the
steady state droplet deformation increases with Ca. However,
when a certain critical value of Ca is exceeded, the droplet
will deform irreversibly under flow until breakup eventually
occurs. For Newtonian–Newtonian systems in bulk flow, the
critical values only depend on the viscosity ratio and the flow
type. In shear flow, the following relation between the critical
Ca-number Cab

crit for breakup and the viscosity ratio has been
established [39, 40]:

log(Cab
crit) = −0.506 − 0.0994 log(p) + 0.124 log2(p)

− 0.115
log(p) − 0.611

(19.11)

From this equation, it follows that in pure shear flow,
droplets with a viscosity ratio above 4 cannot be broken
(infinite value of Cab

crit). Beyond p= 4 the droplet contin-
uously rotates in the shear plane or oscillates around the
flow direction. This tumbling and wobbling reduces the
stretch exerted on the droplet and inhibits breakup [41]. In
extensional or complex flows, on the other hand, no such
upper limit for the viscosity ratio exists. Hence, the generation
of a fine droplet–matrix dispersion in typical blending and
mixing equipment involving complex flows is possible, even
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when the viscosity ratio exceeds 4 [42]. Based on the value
of the critical Ca-number, a limiting droplet size for droplet
breakup Rb

crit can be determined:

Rb
crit =

ΓCab
crit

𝜂m�̇�
(19.12)

All droplets with a size that exceeds this critical value, will
break up during flow. However, breakup is not instantaneous
and a breakup time tb

crit is required during which the droplet
stretches irreversibly and eventually develops a neck leading to
the formation of two daughter droplets and some small satel-
lite droplets in between. This breakup time for near-critical
breakup scales as [43]:

tb
crit ≈

1
�̇�

(
Ca

Cab
crit

− 1

)(−1∕2)

(19.13)

Hence, only when both the critical Ca-number and the
breakup time are exceeded, droplet breakup will occur.

19.2.1.3 Droplet Coalescence in Blends with Newtonian
Components Whereas droplet breakup generally prevails
at high flow intensities, low flow intensities promote droplet
coalescence [44]. Coalescence occurs when two or more
droplets collide and merge together. A considerable amount of
research has been devoted to the interaction and coalescence
of isolated droplet pairs in different flow types [21, 44].
These studies provide fundamental insight in the coalescence
process by mapping out the outcome of collision events as
a function of the governing dimensionless parameters. Since
coalescence is per definition more complex as compared to
droplet deformation and breakup due to on the one hand the
presence of at least two droplets and on the other hand the
contribution of nonhydrodynamic forces, additional dimen-
sionless groups come into play. These include parameters that
characterize the relative droplet positions with respect to each
other, for example the dimensionless distances between the
droplet centers in the velocity, velocity gradient, and vorticity
directions as well as the size ratio of the droplets and a
dimensionless Hamaker constant [21]. Depending on whether
the viscous or interfacial stress is used for the nondimension-
alization, different dimensionless Hamaker parameters can be
obtained, with the most simple one being [21]:

A′ = A
6𝜋ΓR2

(19.14)

with A the effective Hamaker constant of the system, char-
acterizing the Van der Waals interaction in the presence of a
matrix phase. Numerical simulations of droplet coalescence
are rather complex due to the large range of length scales that
is involved. Nevertheless, several scaling relations derived
from analytical and experimental work and sometimes even
quantitative aspects of the coalescence process could be
confirmed by numerical simulations [21].

At large inter-droplet distances, each droplet follows a
streamline of the external flow field. In shear flow, each of
the streamlines corresponds to a different velocity, thereby
enabling approach of droplets on different streamlines. The
collision frequency per unit volume of monodisperse spheres
in shear flow was first derived by Smoluchowski [45]:

C(t) = 24𝜙2
�̇�

𝜋2(2R)3
(19.15)

with 𝜙 the volume fraction of spheres. The coalescence
frequency of interacting droplets can then be obtained as the
product of the collision frequency given by Equation 19.15
and the coalescence probability. The coalescence probability
provides the fraction of colliding droplets that coalesces [46].
To determine the coalescence probability, the coalescence
process is generally depicted as a process consisting of three
stages namely approach, drainage and rupture [47]. In her
derivation, Smoluchowski [45] assumed that the streamlines
are not affected by the presence of neighboring droplets and
thus approaching droplets in different shear planes separated
by a distance less than the sum of the droplet radii will
collide. However, when the droplets come close together,
hydrodynamic interactions will cause them to deviate from
their original path, which lowers the collision frequency as
compared to the estimation of Equation 19.15. By using the
creeping flow equations, trajectory analysis could be used
to accurately determine the approach trajectories of droplets
in shear flow [48]. This way, coalescence probabilities,
taking into account the reduced number of collisions due to
hydrodynamic interactions, were mapped out as function of
viscosity ratio and size ratio of the droplet pair [48]. Once a
droplet pair is formed, the doublet behaves as a solid ellipsoid
[49] and tumbles in the shear flow according to Jeffrey’s
equations [50]. For two droplets in the same velocity–velocity
gradient plane the evolution of the orientation angle 𝜃 of the
droplet pair is given by [50]:

tan(𝜃 − 90∘) = 2 tan

(
2�̇�t
5

)
(19.16)

with 𝜃 the angle between the flow direction and the line
connecting the droplet centers, as defined in Figure 19.2d.
From this equation, it can be seen that the interaction time of
a droplet pair in shear flow is inversely proportional to the
shear rate [47]. During the interaction, the external flow exerts
a hydrodynamic force on the droplet pair. The hydrodynamic
force along the line of centers of the droplets is given by [51]:

F = 4.34
2∕3 + p

1 + p
𝜂m�̇�R2 sin(2(90∘ − 𝜃)) (19.17)

This force initially pushes the droplets together, and has
a maximal value when 𝜃 = 45∘. For values of 𝜃 above 90∘
the hydrodynamic force becomes negative, thus pulling the
droplets apart. Due to the compressive force, the matrix film
in between the droplet interfaces is drained during droplet
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interaction, which corresponds to the second stage of the
coalescence process. In addition to the hydrodynamic force,
the kinetics of film drainage is affected by the shape and
mobility of the interface. Although the interface in general
develops a complex dimpled shape [21], either a spherical
undeformed droplet shape or a parallel disk with a radius
that may change during droplet interaction, is often assumed
in the development of drainage models [47]. The mobility
of the interface can range from fully mobile over partially
mobile to immobile and determines the relative contributions
to the drainage of the uniform plug flow portion due to slip at
the interfaces and the parabolic flow portion due to pressure
driven drainage flow [47]. Different combinations of the
geometrical boundary conditions have resulted in a variety
of drainage models. An elaborate discussion of the different
models can be found in the work of Chesters [47]. Finally,
coalescence occurs if the matrix film in between the droplet
interfaces becomes sufficiently thin to rupture as a result of
the Van der Waals forces. By equating the Van der Waals
attraction between two spheres with the viscous force on
a sphere in shear flow, Chesters estimated the critical film
thickness as [47]:

hc =
( AR

8𝜋Γ

)1∕3
(19.18)

with A the effective Hamaker constant. Vrij found an alterna-
tive expression by assuming film rupture due to spontaneous
thickness fluctuations [52].

Although the processes of droplet interaction and film
drainage are intimately linked, for modeling purposes, the
coalescence problem is often decoupled into an external
flow and an internal flow problem [21, 47]. In that case, the
external flow is assumed to only determine the collision
frequency, interaction time and hydrodynamic force. Film
drainage is modeled separately with the effects of the global
droplet deformation and the fluid flow due to the external flow
field assumed to be negligible, which is not always the case
[53–55]. A drainage model that has proven to be useful for
polymer blends is that for the drainage of parallel sided fluid
films with a constant radius and partially mobile interfaces
squeezed together at a constant contact force [47]. A compar-
ison of the drainage time obtained with this drainage model
to the interaction time provides the coalescence probability.
Hence, a model for the evolution of the droplet size with time
could be derived [56]:

dR
dt

= 0.525𝜙�̇�R ⋅ exp

[
−
(

R
Rc

crit

)5∕2
]

(19.19)

in which 𝜙 is the volume fraction of the dispersed phase and
Rc

crit is the steady state droplet size determined by coalescence
at the applied shear rate, which corresponds to [56]:

Rc
crit =

(
4√
3

hc

p

)2∕5(
Γ
𝜂m�̇�

)3∕5

(19.20)

This model does not take into account hydrodynamic
interactions, but nevertheless proved to be valuable in
predicting the droplet size evolution in nondilute polymer
blends [56]. More accurate expressions for the coalescence
probability in nondilute emulsions and blends can be obtained
by combining trajectory analysis with drainage models
[55, 57]. Finally, it should be noted that also in quiescent
conditions, coarsening of droplet–matrix morphologies can
occur. Since the large viscosity and small density difference of
polymers leads to limited driving forces for droplet approach,
coalescence is in general a rare event during annealing of
polymer blends. On the other hand, Ostwald ripening, which
occurs via diffusion of droplet material throughout the matrix
from the small toward the large droplets can occur and leads
to coarsening with the following kinetics [8]:

R3 = R3
0 + bt (19.21)

in which R0 is the initial droplet radius and b is a factor that
depends, among others, on the diffusion coefficient of the
molecules of the dispersed phase in the matrix material.

Based on the critical droplet sizes for breakup and coa-
lescence in Equations 19.12 and 19.20, the droplet size in
polymer blends as a function of flow intensity (shear rate)
can be mapped out [28], as shown in Figure 19.4. The critical
droplet sizes for droplet breakup and coalescence become
equal at a certain critical shear rate. For shear rates larger
than this critical value, the critical droplet size for breakup
is smaller than the critical droplet size for coalescence and
the final droplet size is determined by a dynamic equilibrium
between breakup and coalescence. However, below the critical
shear rate, the critical droplet size for breakup is larger than
the critical droplet size for coalescence, which results in a
range of droplet sizes for which neither breakup nor coales-
cence will occur. This phenomenon is called morphological
hysteresis and changing the flow conditions within this region
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Figure 19.4 Morphology diagram; arrows indicate the order in
which the shear rates have been applied. Adapted from Minale et al.
[58]. Reproduced with permission of American Chemical Society.
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will not alter the blend morphology [28, 58]. This hysteresis
phenomenon is illustrated in Figure 19.4.

19.2.1.4 Effects of Component Viscoelasticity Contrary
to the Newtonian–Newtonian systems that are dominantly
used in fundamental research, polymer blends for industrial
and household applications mostly contain components with
a complex rheology. When viscoelastic components are
present, a multitude of rheological parameters such as shear
thinning, normal stress differences, elongational viscosity and
relaxation times come into play [59]. The number and type of
parameters that are relevant to describe the additional effects
on the droplet dynamics depend on the complexity of the
viscoelastic nature of the blend components [60]. However,
the aspect that has most elaborately been investigated in this
respect is droplet dynamics in systems with one viscoelastic
component for which the viscoelasticity can be described with
a viscosity and normal stress coefficients that are independent
of shear rate [16, 61]. When the viscoelastic component obeys
the second-order fluids model, as is the case for all materials
in sufficiently slow and slowly varying flows [59], Greco
found four additional parameters to be of influence [60]. The
first two parameters are a Deborah number De for the matrix
and droplet fluid [60]:

De =
Ψ1 ⋅ Γ
2R ⋅ 𝜂2

(19.22)

in which Ψ1 is the first normal stress coefficient. This Deborah
number represents the ratio of the characteristic relaxation
time of the fluid over the so-called emulsion time of the
droplet, which characterizes the droplet deformation time
scale and corresponds to the first fracture in Equation 19.10.
Viscoelastic effects come into play when De has values on the
order of 1 or higher [61]. The second two parameters that play
a role are the ratios Ψ of the second to the first normal stress
coefficient for each fluid [60]:

Ψ =
Ψ2

Ψ1
(19.23)

in which Ψ1 and Ψ2 are the first and second normal stress coef-
ficients respectively. Viscoelastic effects on the steady state
droplet deformation only come into play at the second order in
Ca [60]. For small droplet deformations, Greco obtained the
steady state droplet deformation up to the second order in Ca
for blends in which the components are second-order fluids
[60]. Interestingly, though the predicted L and B of the droplets
were dependent on the additional dimensionless parameters of
Equations 19.22 and 19.23, the steady state droplet deforma-
tion parameter of the Taylor model (Eq. 19.4) was retrieved.
To obtain predictions of droplet deformation in systems with
viscoelastic components at larger values of Ca and during
transient flow conditions, several of the phenomenological
models for droplet dynamics in Newtonian–Newtonian
systems, represented by Equation 19.5, were extended to
include effects of component viscoelasticity, as reviewed by

Minale [20]. Each of the models provides optimal results for a
certain range of dimensionless parameters, but unfortunately
none of them allows to describe experimental data over a wide
range of parameter values [62].

Experimentally, constant viscosities and normal stress coef-
ficients can be obtained by using so-called Boger fluids, which
are dilute solutions of high molecular weight polymers in a vis-
cous solvent [63]. Hence, an extensive amount of experimental
research on the effects of component viscoelasticity on droplet
dynamics has been performed with polymer blends containing
a Boger fluid as one of the blend components [16, 61]. For
such systems, it has been shown that matrix viscoelasticity
leads to an increased orientation of sheared droplets with
respect to the flow direction, a reduced droplet deformation
and increased values of the critical Ca-number for breakup in
shear flow [61, 64–67]. In addition, the droplet dynamics after
startup of flow and after cessation of flow is slowed down and
can show complex features [61, 64, 68–70]. For example, the
retraction of a droplet toward the spherical shape no longer
shows an exponential kinetics, as in Equation 19.10, but is
severely slowed down at the longer time scales [64, 70]. Since
the viscoelastic stresses in the matrix that reduce the droplet
deformation with respect to that in a Newtonian matrix
need some time to develop, the droplet deformation after
startup of shear flow can show substantial overshoots [64, 69].
Numerical simulations have shown that the effects of matrix
viscoelasticity on the droplet deformation result from a subtle
interplay between flow modifications, viscoelastic stretch at
the droplet poles and tensile stresses at the droplet equator
[71]. The occurrence of these viscoelastic stresses is shown in
Figure 19.5a. In order to describe such effects quantitatively,
complex rheological constitutive equations should be used
to describe the component rheology [65, 70]. Hence, the
developed analytical theories and phenomenological models
often do not provide quantitative predictions of the observed
complex droplet dynamics [64, 69]. When considering droplet
coalescence, the presence of viscoelastic stresses and mod-
ifications of the flow field around the droplet pair can affect
the different aspects of the coalescence process including the
interaction dynamics and the film drainage [72–74]. Hence,
the outcome of a coalescence event in a viscoelastic matrix
will be determined by a complex interplay of different factors
and predictions are thus not straightforward. In shear flow,
droplet viscoelasticity has far less impact as compared to
viscoelasticity of the matrix phase [61, 65], due to the fact
that the flow inside a sheared droplet is largely rotational,
thereby limiting the development of viscoelastic stresses [65].
This is illustrated in Figure 19.5b showing the streamlines
in and around a droplet in shear flow. Nevertheless, droplet
viscoelasticity can stabilize droplets against breakup in shear
flow, similar to matrix viscoelasticity [75–77].

Finally, an important aspect for polymer processing is the
fact that the uniqueness of Stokes flow is lost when dealing
with viscoelastic liquids. As a consequence, the breakup of
droplets in systems with a viscoelastic matrix has been found
to be largely dependent upon the shear flow history, with more
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Figure 19.6 Microscopy images of droplet breakup in systems with viscoelastic components; (a) breakup along the vorticity direction for
viscoelastic droplet in Newtonian matrix with p= 0.64. Migler [79]. Reproduced with permission of American Institute of Physics. (b) Parallel
sheet breakup for viscoelastic droplet in viscoelastic matrix with p= 8.6. Lin et al. [82]. Reproduced with permission of John Wiley and
Sons. (c) Sheet breakup via tip formation for viscoelastic droplet in viscoelastic matrix at p= 5.7. Lin and Sundararaj [83]. Reproduced with
permission of Elsevier. (d) Droplet erosion for viscoelastic droplet in viscoelastic matrix at p= 8.8. Lin et al. [81]. Reproduced with permission
of John Wiley and Sons.

gradual increases in shear rate leading to larger values of the
critical Ca-number [70]. Since the flow history in industrial
polymer processing operations is in general very complex,
it becomes non-trivial to model and predict droplet breakup
during processing in systems with viscoelastic components.
Interestingly, when one or both of the blend components is
viscoelastic, the droplets can stretch and eventually break up
along the vorticity direction of the flow [76, 78–80]. Contrary
to fully Newtonian systems, this breakup mechanism can
cause breakup in shear flow at viscosity ratios above 4 [78].
For blends of molten polymers with large viscosity ratios
several additional breakup mechanisms were discovered,
showing that breakup of droplets at viscosity ratios above 4 is
generally possible in sheared polymer blends with viscoelas-
tic components [78, 81–83]. These breakup mechanisms are
depicted in Figure 19.6.

In addition to investigations on elasticity, also the dynamics
of droplets consisting of shear thinning or yield stress fluids
has received some attention. Both for shear and extensional
flow, it has been found that shear thinning of the droplet fluid
reduces the deformation as compared to that of a Newtonian
droplet with the same viscosity at the applied shear rate
[84, 85]. Desse et al. [86] showed that the dependence of the
critical Ca-number on viscosity ratio for a starch suspension
droplet with a yield stress deviates substantially from that
of Newtonian droplets. In conclusion, the precise relations
between the rheological constitutive parameters of droplet
and matrix fluid and the droplet dynamics for materials with
a complex rheology are far from fully revealed.

19.2.1.5 Effects of Compatibilization Due to the inherent
thermodynamic incompatibility of immiscible polymers [6],
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Figure 19.7 Overview of the mechanisms by which copolymers can affect droplet dynamics: (a) block copolymer at the interface lowering
the interfacial tension, (b) dilution due to droplet deformation, (c) steric hindrance, (d) Marangoni stresses (light gray arrows) during film
drainage, (e) Marangoni stresses (light gray arrows) on deformed droplets, (f) visualization of concentration gradients of a fluorescently
labeled PS-b-PMMA block copolymer along the droplet interface for a PMMA droplet in a PS matrix. Jeon and Macosko [87]. Reproduced
with permission of Elsevier.

they have the tendency to demix and to form macroscopically
separated phases. Classically, physically added or in situ
reactively formed copolymers that preferentially locate
at the blend interface are used for compatibilization, as
shown in Figure 19.7a [24–26]. The goal of compatibiliza-
tion is threefold: refinement and stabilization of the blend
morphology and improvement of the interfacial adhesion
[25]. The presence of compatibilizer at the interface of a
polymer blend has several implications on the properties of
the interface [11, 23]. Compatibilizers will primarily reduce
the interfacial tension [23–26]. This effect can be taken into
account in models and simulations by using the equilibrium
interfacial tension, which is the interfacial tension of a
spherical droplet uniformly covered with compatibilizer,
rather than the interfacial tension of the neat system, in
Equations 19.1–19.20. From Equations 19.12 and 19.20 it is
clear that this will reduce the critical droplet sizes for breakup
as well as coalescence, thus causing morphology refinement.
However, if the flow intensity is sufficiently high, leading
to large droplet deformations, dilution of the compatibilizer
at the interface can occur [23], as shown in Figure 19.7b.
This renders the compatibilization effect dependent on the
flow conditions. In addition, block copolymers can be swept
toward the sides of the droplet, as shown in Figure 19.7f,
which results in gradients in block copolymer concentration
and hence in interfacial tension [11, 23]. Whether or not this
convection process will occur, can be assessed by means of
the dimensionless Peclet number Pe, which represents the
ratio of convection relative to diffusion at the interface [88]:

Pe = �̇�R2

Ds
(19.24)

in which Ds is the surface diffusivity of the compatibilizer.
Gradients in interfacial tension result in tangential stresses
along the droplet interface, also called Marangoni stresses,
that immobilize the interface [11, 23]. The relative importance
of this interfacial immobilization can be expressed by means
of the Marangoni number Ma which provides the ratio of the
Marangoni stress to the viscous stress [89]:

Ma =
(ceq∕R)|dΓ∕dc|ceq

𝜂m�̇�
(19.25)

in which ceq is the compatibilizer concentration present at the
interface of a spherical, uniformly covered droplet whereas
c represents the local compatibilizer concentration at the
interface. Since Marangoni stresses counteract both film
drainage during coalescence as well as droplet extension
and necking during breakup [11, 23, 90], as depicted in
Figure 19.7d and e, it complicates predictions of the effects of
compatibilization on droplet size. It is worthwhile mentioning
that for blends with a low viscosity ratio, the increased
concentration of compatibilizer at the droplet tips can lead to
tip streaming, a process in which very small daughter droplets
are ejected from the droplet tips at much lower values of Ca
than the critical value for breakup of Newtonian droplets in
a Newtonian matrix [11, 23]. A third effect of the presence
of compatibilizer at the blend interface is the occurrence of
steric hindrance, which causes coalescence suppression due
to the presence of long compatibilizer chains sticking out of
the interface and inhibiting close approach of the droplets
[11, 23]. This effect is schematically depicted in Figure 19.7c.
Finally, the presence of compatibilizer at the interface can
endow the interface with complex interfacial rheological
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properties including shear as well as dilatational viscosity and
elasticity [11, 23, 91]. Although the presence of an increased
elasticity at long relaxation times, originating from the inter-
face, has clearly been established in compatibilized polymer
blends [23, 92], the detailed interfacial rheological properties
of compatibilizer-covered droplets and their impact on droplet
dynamics is still under intense research for the moment.

The effects of compatibilization are clearly governed by
a complex interplay of several phenomena, the extent of
which depends on the concentration, architecture, molecular
weight and chemical nature of the compatibilizer in combi-
nation with the blend system [24, 26]. This renders a priori
predictions of morphological parameters such as droplet size
in compatibilized blends rather complex. Nevertheless, it is
well established that the effects of compatibilization on the
droplet size in polymer blends can be described by means
of an emulsification curve [24], which shows a rather steep
decrease of the droplet size at low concentrations of compat-
ibilizer and then levels off toward a plateau value at a certain
critical compatibilizer concentration. The typical saturation
concentrations of copolymer range from 5 to 15 wt% of the
dispersed phase, but depend on the system of interest [26].
In addition, it is clear that compatibilization hinders droplet
coalescence and quiescent coarsening of droplet–matrix
structures, thus stabilizing the blend morphology [8, 23].
Finally, it should be noted that although the aim is to have the
compatibilizer located at the blend interface, both kinetic and
thermodynamic factors play a role in the localization process
which may lead to part of the compatibilizer residing in one
or both bulk phases rather than at the interface [1]. This aspect
mainly plays a role when compatibilization proceeds through
the addition of premade copolymers. In case of block copoly-
mers, micelles in the bulk phases are formed once the critical
micelle concentration in the bulk is exceeded [1]. Obviously,
this will reduce the efficiency of the added compatibilizer.

19.2.1.6 Effects of Hydrodynamic Interactions A last asp-
ect that plays a role in droplet dynamics in realistic systems is
the presence of neighboring droplets, which cause hydrody-
namic interactions. The presence of other droplets around the
droplet under observation will influence the behavior of the
latter on a local and a global scale [93]. On a global scale, a
surrounding medium filled with droplets has a higher overall
viscosity as compared to the matrix viscosity. On a local scale,
neighboring droplets cause fluctuations in the local velocity
field and can even directly collide with the droplet under
investigation. The first effect leads to an increased droplet
deformation, increased droplet orientation with respect to the
flow direction and lower values of the critical Ca-number for
breakup [93–96]. The second effect causes fluctuations in the
droplet deformation, asymmetric droplet shapes and sporadic
breakup of droplets at conditions far below the critical ones
[93, 94]. Choi and Schowalter [97] developed an analytical
model to describe the effects of concentration on the droplet
shape and orientation with respect to the flow direction in case
of small droplet deformations. The deformation parameter

and orientation angle in shear flow based on this model are
given by [97]:

D =
16 + 19p

(16 + 16p)
√

1 + Z2
Ca

[
1 + 𝜑

(
5 (2 + 5p)
4(p + 1)

)]
(19.26)

and
𝜑 = 𝜋

4
− 1

2
arctan Z (19.27)

with

Z =
(16 + 19p)(3 + 2p)

40(1 + p)
Ca

(
1 + 𝜑

5 (16 + 19p)
4(p + 1)(3 + 2p)

)
(19.28)

For more deformed droplets, the so-called mean-field
approach has been proposed, in which the effect of concen-
tration on the steady state deformation and critical conditions
is taken into account by replacing the matrix viscosity in the
dimensionless numbers by the emulsion viscosity [13, 94–96].
Numerical simulations suggest that, provided the concentra-
tion is not too high, the droplet deformation, orientation and
the critical Ca-number for breakup in blends with different
concentrations can approximately be superposed onto a master
curve with this approach [95]. Experimentally, this approach
has only been validated for rather dilute emulsions or with big
marker droplets in a very finely dispersed emulsion [94, 96].
Figure 19.8 confirms the validity of the mean field approach
for the determination of the critical Ca-number for droplet
breakup in concentrated blends. In addition to the steady
state droplet deformation and critical conditions for breakup,
also the dynamics of droplets are affected by the presence of
neighboring droplets. For example, retraction of the droplet
shape after cessation of shear flow is known to slow down due
to the presence of neighboring droplets [35, 97]. A model,
taking into account hydrodynamic interactions on the dynam-
ics of droplets at small deformations, has been developed by
Palierne [98] and provides the following expression for the
droplet retraction time in concentrated blends:

𝜏Palierne =
R𝜂m

4Γ
(19p + 16)(2p + 3 − 2𝜙(p − 1))

10(p + 1) − 2𝜙(5p + 2)
(19.29)

Finally, also droplet coalescence can be affected by the
concentration of the droplet–matrix system. The effects of
concentration on droplet coalescence are generally inves-
tigated by subjecting nondilute blends to a specific shear
protocol, consisting of the application of a large shear rate
used to generate a fine droplet morphology by droplet breakup
followed by a substantial reduction of the shear rate, after
which coalescence is the dominant mechanism [28]. In situ
time-resolved observations of the droplet size during shear
can be performed [57, 99], or the shear can be periodically
interrupted to facilitate the determination of the droplet size
by, for example, microscopy, light scattering or rheology
(small amplitude oscillatory shear) [56, 100, 101]. This
protocol is schematically depicted in Figure 19.9a. Some
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authors found that the linear relation between coalescence rate
and blend volume fraction, as predicted by Equation 19.19,
remains valid up to rather large concentrations of dispersed
phase [57, 100], indicating that coalescence is dominated
by binary droplet collisions [100]. Since it can be expected
that interacting droplets in a concentrated blend can separate
less easily due to the presence of the neighboring droplets,
leading to longer contact times, an increased coalescence
efficiency can occur in concentrated blends [102]. This was
confirmed by experimental results, showing an increase of the
droplet size with increasing blend concentration [56, 99–102].
In addition, it was found that the coalescence rate scales
with 𝜙

2 rather than 𝜙 for a wide range of systems and
concentrations [56, 99, 101]. An example of this scaling of the
coalescence kinetics is shown in Figure 19.9b. Minale et al.

[102] suggested that the increased coalescence efficiency can
be taken into account in Equation 19.20 by using hcrit as a
fitting parameter. These authors also showed that an increase
of the blend concentration leads to a shift of the critical shear
rate to lower values thus shifting the region of morphology
hysteresis to lower values of the shear rate [102].

19.2.2 Fibrillar Structures

Whereas the dispersed phase is predominantly present as
droplets in a continuous matrix when the flow intensity is
rather mild, more intense shear or extension results in the
formation of elongated fibrils. For Ca-numbers that largely
exceed the critical value, the droplet dynamics is completely
governed by the hydrodynamic forces [103]. If the viscosity
ratio is sufficiently close to 1, the dispersed domains will
follow the principal stretch of the matrix and their shape can
be described by means of the affine deformation equations.
Elemans et al. found that the ratio Ca/Cacrit should exceed 2
in order to obtain affine deformation for a system with p= 0.1
[104]. For highly extended domains, the aspect ratio L/B is
generally used to quantify the droplet deformation rather than
the deformation parameter D. In case of affine deformation,
the following expression provides the evolution of the aspect
ratio L/B in shear flow [103]:

L
B

= 1 + 𝛾
2

2
+ 𝛾

2

√
𝛾2 + 4 (19.30)

with 𝛾 the strain. The third axis W on the other hand remains
unaltered. This will result in a flattened pancake-like shape.
After some time, when the curvature becomes large enough,
the interfacial tension favors the formation of a circular
cross-section, resulting in pseudo-affine deformation, for
which the aspect ratio evolves according to [104]:

L
B

=
(

1 + 𝛾
2

2
+ 𝛾

2

√
𝛾2 + 4

)(3∕4)

(19.31)

while B and W remain equal. In both cases, the fibril orientation
with respect to the flow direction corresponds to [103]:

𝜑 = arctan
(1

2
𝛾 + 1

2

√
4 + 𝛾2

)−1
(19.32)
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For blends with a viscosity ratio that differs from unity, the
continuity of the stress at the interface causes deviations from
affine deformation, with viscosity ratios below 1 leading to
increased deformations and viscosity ratios above 1 causing
the reverse effect [105]. In addition, for systems with low
viscosity ratios, droplet widening can occur at sufficiently
large Ca-numbers [106]. Contrary to vorticity stretching
in systems with viscoelastic components, as illustrated
in Figure 19.6a, this phenomenon is always transitory in
Newtonian–Newtonian systems [106]. Due to droplet widen-
ing, sheets can be generated, an example of which is shown
in Figure 19.10a [106]. By sufficiently rapid cooling, these
transitory sheets can be frozen in, resulting in a lamellar blend
morphology in the end product.

Whereas continuous application of supercritical flow con-
ditions will inevitably lead to droplet breakup, cessation of the
flow before breakup can generate different outcomes that can
be classified into three main categories. When the dimension-
less droplet length at the moment of flow cessation is below
a critical value, the droplet will retract to the spherical shape.
As mentioned before, for highly extended droplets such retrac-
tion can no longer be characterized by an exponential kinetics
[38]. As compared to the critical droplet lengths for breakup
during flow, quite large deformations are needed to generate
breakup after cessation of flow, especially for systems with a
very large or a very small viscosity ratio [109]. Hence, plotting
the critical droplet length for breakup after flow cessation ver-
sus viscosity ratio results in a V-shaped curve with a minimum
at viscosity ratios between 0.1 and 1 [109]. Contrary to droplet
breakup in bulk shear flow, this curve does not show an asymp-
tote at a viscosity ratio of 4, which means that if sufficiently
long fibrils are generated due to the mixed flow conditions
in processing equipment, breakup can subsequently occur in
zones of less intense flow, even when the viscosity ratio is
above 4. For droplet lengths slightly above the critical value,

breakup occurs by endpinching, a process in which the ends
of the droplet bulb up and pinch off [18, 109]. Finally, if very
long fibrils are formed, growth of capillary waves becomes
the dominant breakup mechanism, generating a string of small
daughter droplets [18, 109].

Capillary waves originate from tiny disturbances along
the surface of the fibril. Rayleigh showed as early as 1879
that such disturbances are unstable and will hence grow if
their wavelength is larger than the circumference of the fibril
[110]. This is caused by the fact that in that case growth of the
disturbances leads to a reduction in surface area. Tomotika
further extended the work of Rayleigh to the case of a liquid
thread immersed in another liquid [111]. To determine the
kinetics of fibril breakup, the distortions at the fibril surface
were assumed to be sinusoidal (an assumption valid for any
arbitrary axisymmetric distortion as such a distortion can be
decomposed into a sum of sine waves) with an amplitude
𝛼, as indicated in Figure 19.10b. Then, the growth of the
instabilities can be described by [111, 112]:

𝛼 = 𝛼0 exp(qt) (19.33)

with 𝛼0 the initial amplitude of the disturbance and q the
disturbance growth rate. If the instabilities originate from
thermal fluctuations, the initial disturbance amplitude is given
by [113]:

𝛼0 =
√

21kBT

8𝜋3∕2Γ
(19.34)

with kB the Boltzmann constant, T the absolute temperature
andΓ the interfacial tension. Obviously, interactions with other
droplets or fibrils or the presence of flow fluctuations might
cause larger initial disturbances [112, 114]. The growth rate of
the disturbances depends on the disturbance wavelength 𝜆 and

(a)

0.6

0.5

0.4

0.3

0.2

0.1

0
0.01

(c)

0.1 1

p

xmax

xmax

Ωmax

Ωmax

10

Rdrops

R0

s p

x

(b)

L0

–α

λmax

Figure 19.10 (a) Lamellar structure formed due to droplet widening. Cristini et al. [106]. Reproduced with permission of American Chemical
Society. (b) Schematic representation of the breakup of a fibril by Rayleigh instabilities. Adapted from Mewis et al. [107]. Reproduced with
permission of Elsevier. (c) Dimensionless wave number xmax and its corresponding dimensionless growth rate Ωmax as a function of the viscosity
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the fibril diameter as well as the system properties [111]:

q = Γ
2𝜂mR0

Ω(𝜆, p) (19.35)

with R0 the diameter of the undisturbed fibril as indicated
in Figure 19.10b. The maximum of Ω versus 𝜆 provides the
fastest growing or dominant wavelength 𝜆max which is the one
that will eventually cause fibril breakup and determine the size
of the daughter droplets, as indicated in Figure 19.10b. This
final droplet size can be calculated from volume conservation,
resulting in [103, 108]:

Rdrops = R0

(
3𝜋

2xmax

)1∕3

(19.36)

With xmax the wavenumber corresponding to the wavelength
𝜆max. Figure 19.10c plots the values of xmax and the corre-
sponding Ω as a function of viscosity ratio, as obtained by
Tomotika from a linear (small amplitude) analysis. Based
on this figure, it can be concluded that breakup occurs
faster for systems with a lower viscosity ratio. In addition,
Figure 19.10c and Equation 19.36 show that the smallest
droplets are formed for viscosity ratios between 0.1 and 1. In
addition to the primary daughter droplets, nonlinear effects
at the end of the breakup process, which are not included
in the Tomotika theory, result in the additional formation of
small satellite droplets. The number and relative size of these
satellite droplets is strongly dependent on the viscosity ratio
[115]. Using Equation 19.33 and the fact that breakup occurs
when the amplitude of the instability equals the average thread
radius, the following expression is obtained for the breakup
time of long fibrils in quiescent conditions [103, 104]:

tb,quiescent
fibril = 1

q
ln

⎛⎜⎜⎜⎝
√

2
3
R0

𝛼0

⎞⎟⎟⎟⎠ (19.37)

Similar to the breakup of droplets, both the critical breakup
time and the critical breakup length should be exceeded in
order for fibril breakup to occur.

The above description and equations are valid for thread
breakup under quiescent conditions. Obviously, if no flow ces-
sation occurs after fibril formation, fibril extension continues
while simultaneously disturbances on the fibril interface can
grow and lead to breakup. It has been shown that the pres-
ence of flow postpones breakup of the fibril due to the fact
that interfacial disturbances are damped [116]. In addition, the
stretch of the fibrils results in a continuous shift of the wave-
length with the fastest growth rate whereas nonaxisymmetric
flows such as shear flow induce asymmetry in the disturbances
[117]. Since fibrils are stretched further before breakup occurs,
breakup during flow results in smaller daughter droplets as
compared to fibril breakup after flow cessation [114]. In addi-
tion, for this transient breakup mechanism the finest dispersion
can be generated for systems with a high viscosity ratio and at

high flow intensities [114]. Khakhar and Ottino [117] devel-
oped a theory describing the breakup of fibrils in flow, which
can be used to determine the breakup time and size of the
daughter droplets for different flow conditions and viscosity
ratios [114]. However, this model is not very practical to obtain
breakup times as it is limited to the actual breakup stage, which
is only initiated after fibril formation. Van Puyvelde et al. on
the other hand derived a scaling relation for the breakup time
that includes both the deformation and breakup stages [118]:

tb,flow
fibril �̇� ∼ Ca2∕3 (19.38)

This model allows a more straightforward prediction of fibril
breakup times during processing, for which the moment
of initiation of interface disturbances can in general not be
determined.

Similar to droplet–matrix systems, also for fibrils the
effects of component viscoelasticity, compatibilization and
concentration have been investigated to a certain extent. Lee
et al. [119] show, both with a linear stability analysis and
experimental work, that the growth rate of the instabilities
on a long fibril is increased due to elasticity of either the
matrix or the fibril fluid. In addition, the wavelength of the
instabilities can significantly differ from that for systems with
Newtonian components, with the effect of viscoelasticity
being dependent on the viscosity ratio of the system [119]. In
addition, at the end of the breakup process, nonlinear effects
can emerge and significantly alter the breakup process. For
example, in the case of viscoelastic fibrils, the growth of the
instabilities can slow down and beads-on-a-string structures
can be formed due to the presence of a substantial elongational
viscosity [112, 119]. Nevertheless, it is worthwhile to note
that in case of molten polymers, the deformation rates might
become very slow due to the high viscosity of the materials.
Hence, viscoelasticity effects on fibril breakup in processing
of molten polymer blends can often be neglected [112].
Also compatibilizer has been shown to affect the growth rate
of the disturbances and their wavelength [120]. Similar to
droplet–matrix systems, several factors including a reduction
of the surface tension and the presence of Marangoni stresses
due to gradients in interfacial tension play a role [120]. From
a practical point of view, an important consequence of the
presence of compatibilizer is the fact that the generated
daughter droplets are in general less uniform in size [121].
When multiple viscous fibrils are present, they can affect each
other, leading to a delay of the development of large-amplitude
distortions [122]. In addition, breakup will occur with the
disturbances on the different threads being either in-phase or
out-of-phase [108]. In conclusion, by tailoring the flow condi-
tions, component properties and cooling speed, a whole range
of fibrillar, lamellar and ordered droplet–matrix structures can
be generated from extended fibrils.

19.2.3 Cocontinuous Structures

As described in the previous sections, blending two immis-
cible polymers generally results in a material that contains
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dispersed domains of one component in the other. It is obvious
that the polymer with the highest volume fraction will prefer-
entially form the continuous phase. Thus, when increasing the
volume fraction of dispersed phase, the phases will reverse
at a certain composition, which is termed the phase inversion
composition [22]. However, also the viscosity ratio has an
impact on the phase continuity. A lower viscosity increases
the tendency of a phase to become continuous as this will
minimize energy dissipation during flow [22]. Hence, when
mapping out the phase continuity in a concentration–viscosity
ratio diagram, the phase inversion concentration is situated
around 50% dispersed phase for blends containing equivis-
cous components but shifts to higher or lower concentrations
for other viscosity ratios [22], as shown in Figure 19.11. In a
concentration region around the phase inversion composition,
both phases can be continuous, resulting in a cocontinuous
structure. In a fully cocontinuous structure, each phase forms
a three-dimensional spatially continuous network throughout
the material [22]. In some cases, only part of each component
forms a continuous structure whereas the remaining part
is present as dispersed domains [22, 123]. These partially
cocontinuous structures can be characterized by their degree
of cocontinuity, which represents the fraction of material that
belongs to a continuous network [22]. Several models have
been developed to predict the phase inversion concentration
and hence provide an estimate of the blend compositions
resulting in cocontinuous structures. Using the simple argu-
ments leading to Figure 19.11, a straightforward relationship
providing the phase inversion composition from the blend
viscosity ratio has been derived [124]:

𝜙1,PI𝜂2 = 𝜙2,PI𝜂1 (19.39)

with 𝜙1,PI and 𝜙2,PI the volume fraction of components
1 and 2, respectively, at the phase inversion composition.
Several empirical modifications to Equation 19.39 have been
proposed, often providing better predictions of the phase
inversion composition for a specific blend system. In addition,
physical arguments based on maximum packing fraction,
percolation theory and fibril stability have led to a range of
theory-based models for the phase inversion composition. A
comprehensive overview of these models can be found in the
works of Pötschke and Paul [22] and Harrats et al. [8]. Despite
the quantitative differences between these models, the phase
inversion concentration versus viscosity ratio relation remains
qualitatively the same as that presented in Figure 19.11 [22].
Finally, it should be noted that not only the viscosity ratio,
but also other component properties can affect the phase
inversion concentration and the composition range in which
cocontinuous structures are obtained. The latter range has
been shown to broaden for systems with a lower interfacial
tension [125]. Although some models that include the effects
of component elasticity on the phase inversion composition
have already been proposed [126], the impact of component
rheology on phase inversion and cocontinuity is far from fully
understood [22].
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Figure 19.11 Volume fraction – viscosity ratio diagram indicating
the occurrence of cocontinuous phase morphologies.

Polymer blending is often aimed at obtaining a cocon-
tinuous structure since in such structures both components
contribute more equally to the properties as compared to
blends consisting of dispersed domains in a continuous matrix
[22]. With respect to mechanical properties, it is important
to note that cocontinuous structures lead to a more effective
stress transfer between the different phases which is beneficial
for, for example, mechanical modulus and impact strength
[22]. Tailoring the flow conditions to generate cocontinuous
structures requires fundamental knowledge of the develop-
ment of cocontinuous structures in flow. During the initial
stages of mixing, polymer pellets melt and deform into thin
sheets or ribbons which subsequently undergo breakup result-
ing in extended irregular structures that may further break up
into fibrils and/or dispersed droplets in a continuous matrix
[127]. The mechanism of formation of cocontinuous struc-
tures is not yet fully understood but it has been established that
cocontinuous structures are formed when either the irregular
network formed in the initial stages of mixing is stable during
processing or coalescence events reconnect dispersed fibrils
and droplets into a network structure [22]. Clearly, in many
systems, cocontinuous structures are an intermediate state in
the early mixing stages whereas droplet–matrix morphologies
are obtained after processing. Also when phase inversion
occurs during processing, a cocontinuous morphology will be
formed as an intermediate structure [22]. Phase inversion can
occur when the minor phase melts first or when the viscosity
ratio changes substantially during processing due to either
reactions or changes in processing conditions (flow type and
intensity or temperature). If mixing or processing is stopped
while the intermediate cocontinuous structure is present, the
morphology can be solidified by, for example, quenching,
resulting in materials with a cocontinuous morphology.

Although solidification provides a possibility to maintain
the cocontinuous morphology even though it is not stable, this
approach is not practically feasible when additional mixing,
annealing or processing steps are required. For such cases, the
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stability of the cocontinuous morphology is essential. There
are two processes that contribute to the destabilization of
cocontinuous morphologies namely breakup and coarsening.
Since cocontinuous structures consist of a three-dimensional
network of interconnected fibril-like structures, the mecha-
nisms and predictive equations provided in Section 19.2.2
on fibrillar structures can be applied to predict stability of
cocontinuous morphologies. Based on Equation 19.35 it can
thus be concluded that the stability of cocontinuous structures
against breakup is enhanced by decreasing interfacial tension
and increasing matrix viscosity, viscosity ratio, and fibril
diameter. The latter aspect is the reason for the decrease after
annealing of the composition range over which cocontinuous
structures are obtained since low contents of the dispersed
phase generally result in cocontinuous structures with thinner
threads [22]. Since flow is known to delay fibril breakup
[116], it can also stabilize cocontinuous morphologies. An
alternative process that can alter the characteristics of a
cocontinuous morphology, eventually leading to macroscopic
phase separation, is coarsening. Similar to breakup, this
process is driven by interfacial tension and slowed down
by an increase in viscosity. Based on these arguments, the
following relation has been derived for the coarsening rate of
cocontinuous structures [128]:

dr
dt

= aΓ
𝜂blend

(19.40)

with r the average thickness of the network ligaments, Γ the
interfacial tension, a a dimensionless parameter and 𝜂blend the
blend viscosity. Doi and Ohta [34] developed a model that
describes the morphology and rheology of blends consisting
of equiviscous components blended in equal amounts. This
model is able to describe the dynamics of the interface both
in the presence and in the absence of flow by means of the
evolution of the interfacial area and the interface anisotropy.
In case of quiescent coarsening, the scaling relation pro-
vided by Equation 19.40 is retrieved from this model [129].
Based on Equations 19.35 and 19.40 it can be concluded
that lowering the interfacial tension stabilizes cocontinuous
morphologies. Hence, addition of compatibilizer typically
leads to more stable cocontinuous structures [8, 130]. Similar
to droplet–matrix structures, as discussed in Section 19.2.1.5,
other effects such as Marangoni stresses can also contribute to
this stabilization [22]. However, due to the compatibilization
action, the formed cocontinuous structures are in general also
finer with thinner ligament sizes, which generally leads to a
narrowing of the composition range over which cocontinuous
structures are formed [8, 123].

19.3 RECENT ADVANCES IN POLYMER BLENDS

19.3.1 Immiscible Blends in Confined Flow

The past decades have witnessed a rapid development of
micro- and nanotechnology that is being used in a wide

variety of applications. The corresponding growing demand
for microcomponents in electronical, biomedical and mechan-
ical applications as well as the synthesis of high-performance
materials in increasingly small quantities, has resulted in the
widespread use of micro-scale polymer mixing and polymer
processing equipment [131–133]. When multiphasic materials
such as polymer blends are processed in these devices, the
dimensions of the channels might be of the same order of
magnitude as the size of the dispersed phase. Hence, devia-
tions from bulk behavior can be expected, causing the need
for incorporation of wall effects, or so-called confinement
effects, in the design and modeling of miniaturized polymer
processing equipment.

The research on confined multiphase liquid–liquid systems
can roughly be divided into two main categories namely multi-
phase microfluidics and morphology development in confined
shear flow. In the present work, a brief description of the main
achievements of the second type of studies will be provided.
It should be noted that morphology development in confined
flow is an active research area at present and the effects of con-
finement on the dynamics of multiphase systems are far from
fully understood. Detailed descriptions of the present state of
the art can be found in several reviews [61, 134–136].

The deformation and orientation of sheared droplets in con-
finement have been studied by experimental, analytical and
numerical methods [134]. Consensus exists that geometrical
confinement increases the droplet deformation and its orienta-
tion with respect to the flow direction, mainly for systems with
a large viscosity ratio [137]. Shapira and Haber determined
an analytical solution for the droplet deformation in confined
flow, up to the first order in Ca, which corresponds to the Tay-
lor deformation parameter multiplied by an additional factor
to take into account confinement [138]:

DSH = DTaylor ⋅
[

1 + CS
1 + 2.5p

8 (1 + p)

(2R
H

)3
]

(19.41)

with Cs a parameter that depends on the relative position of
the droplet between both walls (h′/H with h′ the distance from
the droplet center to the closest wall and H the gap spacing
as indicated in Figure 19.2a) and 2R/H the confinement ratio.
Equation 19.41 shows that due to confinement two additional
dimensionless parameters come into play. It was experi-
mentally verified that the Shapira–Haber model provides
good predictions of the droplet deformation parameter in
confined shear flow [32, 137]. An example can be found in
Figure 19.3a. However, the model only predicts an increase
of the droplet deformation whereas the droplet shape and
orientation angle are expected to remain unaltered. Starting
from the Maffettone–Minale model, given by Equation 19.6,
Minale [139] developed a phenomenological model for
the dynamics of droplets in generic confined flows. In this
confined Minale model [139], Equation 19.6 for S was taken
over, but altered expressions for f1 and f2 as a function of 𝜆,
2R/H and h′/H were derived. This adapted model provides
good predictions of the droplet deformation up to large values
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of the confinement ratio and Ca-number [139]. Contrary to
the models, numerical simulations and experimental studies
showed that in confinement, the droplet shape can transform
from ellipsoidal to sigmoidal [140]. This is caused by the
large recirculation zones at the front and rear of confined
droplets, large shear rates at the droplet tips and increased
pressure drop in the wedge between the droplet and the
walls [140]. In addition to altering the steady state droplet
deformation, confinement can also have substantial effects
on the droplet dynamics during startup of shear flow and
after cessation of flow. More in particular, hydrodynamic
interactions between the deforming droplet and the walls can
lead to periodic tumbling and extension–retraction cycles after
startup of shear flow, resulting in a droplet deformation that
goes through several maxima and minima before reaching a
steady state value [137, 140]. This effect can increase the time
needed to reach a steady state droplet deformation with an
order of magnitude [137, 140]. For confinement ratios above
0.5, also the retraction of the droplet shape after cessation of
shear flow becomes substantially slower as compared to that
in bulk conditions [134, 141]. This is shown in Figure 19.3b,
which also illustrates the validity of the confined Minale
model for predicting the dynamics of confined droplets.

Similar to bulk conditions, the droplet size in confined
polymer blends is determined by a combination of droplet
breakup and coalescence. The effects of geometrical confine-
ment on droplet breakup are largely affected by the viscosity
ratio of the system: for viscosity ratios below 1, droplet
breakup is inhibited by confinement whereas for viscosity
ratios above 1, it is enhanced by confinement [142]. Even
droplets in droplet–matrix pairs with a viscosity ratio above
4, that are unbreakable in bulk shear flow, can be broken in
confined shear flow. In addition, at confinement ratios close
to 1, a transition has been observed from binary to ternary
breakup [137]. Rather than generating two main daughter
droplets with some small central fragments, confined breakup
can provide three or more equal-sized droplets. This phe-
nomenon provides a means of generating very monodisperse
droplet–matrix systems [137]. In fibrillar systems geometrical
confinement slows down thread breakup and causes a tran-
sition to nonaxisymmetric fibril shapes at large confinement
ratios [143, 144]. However, the critical droplet elongation
above which breakup occurs remains unaltered and overall
stability of long quiescent threads is not obtained, as long
as the thread diameter remains smaller than the gap width
[143, 145, 146]. Contrary to droplet breakup, droplet coales-
cence is promoted by geometrical confinement, irrespective
of the viscosity ratio [147, 148]. Hence, the overall effect of
geometrical confinement on the steady state droplet size in
polymer blends depends on the viscosity ratio and on the
relative contributions of droplet breakup and coalescence.

In addition to the extensive amount of work on the dynam-
ics of confined Newtonian droplets in a Newtonian matrix
[134], also the combined effects of geometrical confinement
and either compatibilization by means of block copolymers
or viscoelasticity of one of the blend phases has received

attention. Cardinaels et al. have shown that the effects of
matrix viscoelasticity on droplet dynamics are much more
pronounced in confined conditions as compared to bulk
conditions [149, 150]. This was attributed to the substantial
increase of the elongation rates and viscoelastic stresses in
and around the droplet due to geometrical confinement [150].
For example, even for cases in which matrix viscoelasticity
has limited effects on the bulk critical Ca-number, it can
reduce the critical Ca-number, critical droplet length and
breakup length in confined conditions by more than a factor 2
[149]. Whereas morphology development of polymer blends
in bulk shear flow can generally be well-described by means
of models for Newtonian–Newtonian systems, incorporation
of effects of matrix viscoelasticity is thus expected to be
essential in the case of confined blends. Viscoelasticity of
the droplet phase and the presence of block copolymers at
the droplet interface on the other hand have less pronounced
effects on the dynamics of confined droplets [149, 151, 152].

The altered breakup and coalescence behavior in confined
shear flow as compared to bulk shear flow, in combination with
changed hydrodynamic interactions amongst droplets and
between the droplets and the walls, leads to the formation of a
range of interesting structures in nondilute blends in confined
shear flow. Migler observed transitions from a droplet–matrix
morphology, via ordered pearl necklace structures and strings
to ribbons when the size of the droplets became comparable to
the gap between the shearing surfaces [145]. In addition, con-
finement can lead to the formation of layered morphologies
[153], squashed droplets [154] and vorticity bands [155]. The
latter are alternating regions with high and low concentrations
of droplets. Images of the different peculiar structures that
can be exhibited by polymer blends in confined flow are
provided in Figure 19.12. These structures have potential
for the generation of polymeric materials for applications
such as fibers, scaffolds or polymer sheets with anisotropic
properties [145].

19.3.2 Blend Compatibilization by Nanoparticles

Addition of nanoparticles to polymers, resulting in polymer
nanocomposites, has been used for decades to improve the
mechanical, electrical and thermal properties of polymeric
systems [156–162]. Recently, it has been realized that
nanoparticles can also refine and stabilize phase morphology
in polymer blends, similar to the case of low-viscous Pickering
emulsions. This discovery has triggered a renewed research
interest in the morphology and properties of particle-filled
polymer blends [163]. A wide variety of nanoparticles, with
differences in particle size, shape and surface properties are
being used with carbon black, silica, clay and more recently
carbon nanotubes and graphene sheets the most popular
ones [163–166]. Nanoparticles have two main advantages as
compared to copolymers. First, nanoparticles can combine the
functionalities of a filler and a compatibilizer, thus enhancing
certain blend properties such as electrical or mechanical
characteristics in addition to refining and stabilizing the blend
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Figure 19.12 Typical structures obtained in confined polymer blends in shear flow; (a) pearl necklaces. Pathak et al. [153]. Reproduced with
permission of Elsevier. (b) Strings. Migler et al. [145]. Reproduced with permission of American Physical Society. (c) Ribbons. Migler et al.
[145]. Reproduced with permission of American Physical Society. (d) Layered morphology. Courtesy P. De Bruyn. (e) Squashed droplets.
Courtesy P. De Bruyn. (f) Vorticity bands. Caserta and Guido [155]. Reproduced with permission of American Chemical Society.

morphology [159]. Second, contrary to copolymers, they do
not have to be synthesized exclusively for a certain blend
system but have a more general applicability.

Despite the large potential of nanoparticles in the develop-
ment of multifunctional polymer blend materials, exploiting
their full potential for different commercial polymer blend
systems remains challenging. Mainly the dispersion and
localization of nanoparticles in a polymer blend are essential
for the blend morphology and properties [163]. Due to the
large surface to volume ratio of nanoparticles, they have a
tendency to aggregate due to Van der Waals and other attrac-
tive forces such as electrostatic interactions [156, 158, 161].
Hence, processing protocols have to be adapted in order
to improve particle dispersion. As melt compounding is
the most versatile and industrially valuable strategy for
polymer blend production, most efforts have been devoted to
optimizing extrusion conditions in order to enhance particle
dispersion. Nevertheless, various other techniques such as
solvent mixing, possibly combined with high shear mixing
or ultrasonication, and in situ polymerization have proven to
be of interest for the preparation of polymer nanocomposites
[156, 157, 160, 161]. In addition to dispersion, also the local-
ization of the nanoparticles in the blend is crucial [163]. It is
known that morphology refinement and stabilization can be
achieved with a minimum amount of particles when they are
localized at the blend interface [163, 167]. On the other hand,
in order to develop electrically conductive polymer blends,
selective localization of nanoparticles in the continuous blend
phase, leading to so-called double percolation is often aimed
at [163, 164, 166, 168–170]. The equilibrium location of
nanoparticles, as derived from the thermodynamics principle

of minimization of interfacial energy, can be determined by
means of the wetting parameter 𝜔 [163]:

𝜔 =
Γs1 − Γs2

Γ12
(19.42)

in which Γs1, Γs2, and Γ12 are the interfacial tensions between
respectively the particles and polymer 1, the particles and
polymer 2 and between both polymers. When the wetting
parameter has a value between −1 and 1, the particles will
be preferentially localized at the blend interface. It should
be noted here that in many cases, the nanoparticle location
is determined by kinetic rather than thermodynamic effects
[163]. When particles are initially not localized in the
preferred phase, they tend to migrate [171, 172]. However,
the time available for particle migration during processing
might be too short to reach the equilibrium location. In
addition, particles might be trapped in a nonpreferred phase
due to specific irreversible interactions with one of the blend
components [173–175]. Although kinetic effects complicate
predictions of nanoparticle location after processing, they also
provide a means of tailoring particle location by controlling
mixing conditions such as mixing time, mixing speed and
the use of master batches in which particles are predispersed
in one of the phases [171, 176, 177]. Finally, it is important
to keep in mind that in general only a small amount of
nanoparticles is needed to fully saturate the interface [178].
Any excess amount of particles is driven to one of the blend
phases [178–180].

Similar to copolymers, the effects of nanoparticles on
blend morphology are governed by a complex interplay of
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Figure 19.13 Different mechanisms by which particles can affect droplet dynamics; (a) steric hindrance from particles at the interface, (b)
steric hindrance from particles in the bulk phase, (c) particle-induced droplet bridging, (d) bridging–dewetting, (e) multiwall carbon nanotubes
at the droplet interface. Baudouin et al. [181]. Reproduced with permission of Elsevier. (f) Clay platelets at the droplet interface. Hong et al.
[179]. Reproduced with permission of Elsevier.

multiple mechanisms. When localized at the blend interface,
particles can suppress droplet coalescence due to steric
hindrance caused by particles protruding into the matrix phase
[163, 167, 179, 180], as shown in Figure 19.13a. However,
protruding particles can evoke other phenomena, depending
on whether the preferred phase is the continuous or the dis-
persed phase [167, 182]. When the particles are preferentially
wetted by the continuous phase, droplet clusters can be formed
due to particle-induced bridging in which a particle bridges
two droplets while the location of the liquid–solid contact line,
which is governed by the contact angle, prevents coalescence
[169, 183, 184]. This is illustrated in Figure 19.13c. On the
other hand, when the particle is preferentially wetted by
the dispersed phase, the bridging–dewetting phenomenon
can occur, in which the simultaneous wetting of the parti-
cle by two droplets leads to rapid coalescence [182]. The
bridging–dewetting phenomenon is depicted in Figure 19.13d.
Due to the presence of particles at the blend interface, part
of the liquid–liquid interface is replaced by solid–liquid
interface. For such systems, the concept of an effective inter-
facial tension has been introduced [163, 185]. This effective
interfacial tension is defined as the interfacial energy per unit
area over an area that is much larger than the particle size.
Several authors have found that this effective interfacial ten-
sion reduces when particles are located at the blend interface
[178, 180, 186, 187]. Hence, based on Equations 19.12 and
19.20 morphology refinement can be expected. However,
whereas the interfacial tension reduction is often considered
to be the main mechanism in copolymer compatibilization,
it has been suggested that effects of nanoparticles on blend
morphology might be dominated by the interfacial rheology
of particle-covered interfaces [188]. Particles at interfaces
can self-assemble into various structures thereby generating a
strongly elastic and thus less mobile interface [189, 190]. This

will substantially hinder film drainage during coalescence
[188] but may also affect droplet breakup, an aspect that has
received much less attention up to now.

Another substantial difference between nanoparticles and
copolymers is their effect on the bulk phases. On the one hand,
copolymers are less likely to become kinetically trapped in
one of the bulk phases and on the other hand, their effect on
the component rheology is much less pronounced. However,
very small concentrations of nanoparticles can cause a
substantial increase in the viscosity and elasticity of the blend
components [160–162]. In addition, nanoparticles can form
a percolated particle network which results in a solid-like
behavior [160–162]. This obviously affects the different
dynamic processes that are described in Section 19.2. Besides
affecting morphology development by changes in rheology,
which can to a large extent be taken into account in modeling
by using adapted values for the viscosity and normal stresses
in the equations that are provided in Section 19.2, particles
in the matrix phase also provide steric effects, which are less
easy to quantify [163, 191]. Figure 19.13b illustrates how
steric hindrance due to particles in the matrix phase can affect
film drainage. Finally, it should be noted that both in the case
of particles located at the blend interface or in the droplet
phase, geometry effects can play a role limiting the minimum
size of the dispersed domain to the order of magnitude of the
particle size [179, 192]. As a consequence, particle-covered
droplets can take on a nonspherical equilibrium shape since
the interface has to accommodate the particles, especially
in the case of platelike fillers such as organoclay [179].
Figure 19.13e and f provides images of droplets covered with
nanoparticles, illustrating the nonspherical droplet shape in
case of nanoclay.

Based on the previous discussion about the various, often
interfering, mechanisms by which nanoparticles can affect
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Figure 19.14 Transition from droplet–matrix structure to cocontinuous structure; (a) Neat 60/40 PPS/PA66 blend. Zou et al. [193]. Repro-
duced with permission of Elsevier. (b) 60/40 PPS/PA66 blend with 0,3 phr multiwall carbon nanotubes. Zou et al. [193]. Reproduced with
permission of Elsevier. (c) Schematic representation of percolated particle network in a cocontinuous structure.

morphology development in polymer blends, it is clear that
the effects of nanoparticles on blend morphology can often
not be predicted a priori. In order to be able to use the
equations presented in Section 19.2 to predict blend mor-
phology, knowledge of the particle location and subsequently
the component and interfacial rheology in the presence of
particles is required. However, additional effects such as steric
hindrance, bridging, and geometrical constrains should not be
overlooked. Despite the complexity of particle-filled polymer
blend systems, morphology refinement and stabilization, both
in case of droplet–matrix structures and in case of cocontinu-
ous structures has been achieved with a wide range of particle
types, sizes and shapes and for various particle locations
[163]. Nevertheless, also an increase of the droplet size after
particle addition has been observed [163, 179, 182]. In addi-
tion to morphology refinement, the presence of nanoparticles
can cause transitions from the droplet–matrix structure to a
cocontinuous morphology [193–195]. This is exemplified in
Figure 19.14a and b for a blend containing carbon nanotubes.
The transition can originate from changes in the viscosity
ratio due the presence of the particles, which alters the phase
inversion concentration as shown in Equation 19.39 and
Figure 19.11. But also the presence of a percolated particle
network, as depicted in Figure 19.14c, can play a role [194].
Such transitions are, in addition to the particle properties, very
sensitive to the processing conditions. For example, Hong
et al. [172] show that addition of organoclay only leads to
cocontinuous structures at relatively high shear rates whereas
Wu et al. [196] illustrate the opposite trend. Though less
common as compared to transitions from the droplet–matrix
to a cocontinuous morphology, also the reverse transition has
been observed [178, 193].

19.4 CONCLUSIONS

Polymer blending is a valuable strategy to meet the increas-
ingly stringent material requirements that are brought about
by the rising consumer demands and advancing technologies
of the last decades. In addition, it provides an opportunity to
create added value from mixed polymer waste streams. Since
most polymers are immiscible, multiphasic materials are
generally formed after blending. The properties of immiscible
blends are, in addition to the concentration and component
properties, determined by the phase morphology. The latter
is formed during mixing and further processing, and is thus
dependent on the processing conditions. Hence, a fundamental
understanding of the relations between on the one hand blend
composition, component properties and processing conditions
and on the other hand blend morphology is essential to
tailor the properties of immiscible polymer blends. In the
present chapter, morphology development of immiscible
polymer blends is reviewed for the three most prevalent
blend morphologies namely droplet–matrix, fibrillar and
cocontinuous structures, both in flow and under quiescent
conditions. The focus is on morphology development in
model flow conditions, and more in particular shear flow as
this is the main flow component in many processing, mixing
and other operations that involve rotating or moving parts. For
the case of dilute or semi-dilute polymer blends consisting
of components with limited elasticity and in absence of
interfacial modifiers, an in-depth mechanistic understanding
of the dynamics of droplets and fibrils including deformation,
retraction, breakup and coalescence is available. In addition,
combining the governing equations for each of these processes
results in a predictive framework that allows modeling of
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morphology development in immiscible blends. However,
when the blend concentration is close to the phase inversion
concentration, a cocontinuous phase morphology is fre-
quently displayed. Contrary to the availability of scientifically
based design equations for the morphology of dilute and
semi-dilute polymer blends, quantification of the conditions
for the formation and stability of cocontinuous structures is
less straightforward. Finally, despite the fact that polymer
blending is industrially used for quite a long time to develop
polymeric materials with properties that are a synergistic
combination of those of the components, there still is a
knowledge gap between the industrial processing of polymer
blends and the scientifically derived design equations. First of
all, the effects of component viscoelasticity, compatibilization
and hydrodynamic interactions on morphology development
are only known up to a certain extent and need to be further
explored. Second, recent developments in the areas of micro-
and nanotechnology have triggered the interest in on the one
hand morphology development in confined flow conditions
and on the other hand particle-filled blends. Both show
potential for the development of multifunctional materials
with specific morphologies. However, in order to utilize their
full potential, additional research into the interplay between
the various mechanisms that play a role is essential.
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The term “polymer nanocomposite” (PNC) has evolved, since
the first reports in the early 1990s to refer to a multicompo-
nent system, where the major constituent is a polymer or blend
thereof and the minor constituent exhibits a length scale below
100 nm [1–3]. The minor constituent is usually an inorganic
filler, called nanofiller, nanoload, or, improperly, nanoparticle.
The most commonly used are layered silicates (clays), carbon
nanotubes (CNTs), and metals and various metal oxides (sil-
ica, titania, zirconia, zinc oxide, etc.).

PNCs have generated a significant amount of industrial
and academic attention for the past 25 years. No matter
the measure (articles, patents, or research and development
funding), worldwide efforts in PNCs have been growing
exponentially. For example, the total number of hits for
“polymer” and “nanocomposite” on SciFinder (Chemical
Abstract Service (CAS) of the American Chemical Society)
from 1988 to 2005 is >9400, where the yearly number has
approximately doubled every 2 years since 1992 [4].

The possible applications of PNCs are huge and several
PNC products have been already marketed: medical products
(bandages, heart valves, etc.); food packaging material;
electronic components; scratch-free paint; articles sporting
goods; and wrinkle- and stain-resistant fabrics. Analysts have
estimated that PNCs’ market is expected to reach USD 5.91
billion by 2018 [5]. Major revenues are forecast from large
commercial opportunities, such as automobile, coatings, and
packaging, where lower cost and higher performance resins
would improve durability and design flexibility while lower-
ing unit price. In this scenario, North America was the largest
market for PNCs in 2011, accounting for approximately 40%
of global demand. Europe accounted for a large portion of
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PNC sales. Asia Pacific and the rest of the worlds (RoW)
are expected to be strong future markets for nanocomposites
with growing industrialization and infrastructure. Asia Pacific
is expected to show the highest growth in demand and the
market for nanocomposites is forecast to grow at a CAGR
(compounded annual growth rate) of 18.8% between 2012
and 2018 [5].

Given the extensive variety of nanoparticles now commer-
cially accessible, the potential combinations of polymers and
nanoparticles, and thus the tailorability of the property suite,
is essentially endless. The diversity in scientific investigation,
technology advancement, processing innovations, and product
development is staggering. A significant number of excellent
review papers (e.g., clays, [6–16], CNTs [12, 13, 17–20], and
spherical particles [21, 22]) and books [23–28] that chronicle
and summarize the status of various nanoparticle–polymer
combinations and the broad scientific and technological
challenges still to be overcome are available. The most
important issue for a complete exploitation of nanotechnology
is to obtain a homogeneous dispersion of the particles in the
matrix. This chapter is a critical review of the most significant
method of PNC preparation (processability) and the most rep-
resentative structure/morphology of polymer nanocomposites
in relation to the dimensionality of the nanofiller.

20.1 OVERVIEW

PNCs are shown to have remarkable property enhancements
relative to conventionally scaled composites. The transition
from microparticles to nanoparticles leads to a number of
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changes in physical properties. These changes are associated
with the following three concepts:

1. As shown in Figure 20.1, the number of filler particles
at a given volume fraction (3% in the figures) rapidly
increases as the size of particles decreases. As a conse-
quence, compared to conventional polymer composites
with conventional fillers, which normally require load-
ings of 20% or more, the distances between nanopar-
ticles are drastically reduced to the nanometer range,
even when relatively low concentrations of nanofillers
are used.

2. The sizes of the nanoparticles are comparable to
the radius of gyration of the macromolecules in the
polymer matrix, so that the morphological development
of polymer matrix can be affected by the dispersed
nanoparticles.

3. The nanoparticles provide ultrahigh specific surfaces
(high surface area to volume ratio). As the surface area
of a particle increases (Fig. 20.2), the interface becomes
large and the amount of modified polymer interface
relative to the total volume is significantly increased.
This means that the portion of its constituent atoms at
or near the surface increases exponentially, creating
more sites for bonding, catalysis, or reaction with
surrounding materials, resulting in improved properties
such as increased strength or chemical and/or heat
resistance.

Nanoparticles can be classified as a function of their
geometry:

1. One dimension less than 100 nm (layered silicates:
thickness about 1 nm);

2. Two dimensions less than 100 nm (nanotubes: diameter
less than 100 nm);

3. Three dimensions less than 100 nm (spherical nanopar-
ticles such as metal oxide, metal, etc.).

Size 10 μm

3
 v

o
l%

3

1 μm 100 nm

Number 3000 3,000,000

Figure 20.1 Illustration of how the number of particles (supposedly
spherical) increases as the particle size decreases at a constant vol-
ume content.

The development of successful PNCs with a good balance
of properties demands a high degree of coupling between pro-
cessing and morphological and micromechanical control. That
is, the balance of properties must be optimized. To this end, at
least the essential morphological requirement should be met in
the rational design of a nanocomposite: the uniform dispersion
of nanofillers to avoid large agglomerates and high stress con-
centrations, and good or optimum interfacial bonding between
them and the polymer matrix to achieve effective load trans-
fer across the nanofiller and the matrix interface [29]. Unfor-
tunately, it has been extensively reported that nanofillers are
often dispersed in the polymer matrix in the form of agglomer-
ates. This strong tendency to agglomerate significantly reduces
their ability to bond with the polymer matrix because it reduces
the contact area and decreases the effective aspect ratio (the
aspect ratio of a nanoparticle is defined as the ratio between
its sizes in different dimensions) of the reinforcement. More-
over, under external load the stress will be readily concentrated
around such agglomerates, which, in turn, generally leads to
the premature failure of the system and a worsening of the
properties of the polymer. Good dispersion and distribution
(Fig. 20.3) of nanoparticles in the polymer matrix are key fac-
tors for improved materials. The modification of the nanopar-
ticles surface and/or the polymer, and the use of interfacial
agents are the most used methodologies to achieve the best
morphology [29].

20.2 NANOPARTICLES WITH ONE DIMENSION
LESS THAN 100 NM (LAYERED SILICATES)

Layered silicates used in the synthesis of PNC are natural
or synthetic minerals, consisting of very thin layers that are
usually bound together with counterions. Their basic building
blocks are tetrahedral sheets in which silicon is surrounded
by four oxygen atoms, and octahedral sheets in which a
metal like aluminum is surrounded by eight oxygen atoms.
Therefore, in 1:1 layered structures (e.g., in kaolinite), a
tetrahedral sheet is fused with an octahedral sheet, whereby
the oxygen atoms are shared [30]. On the other hand, the
crystal lattice of 2:1 layered silicates (or 2:1 phyllosilicates),
consists of two-dimensional layers where a central octahedral
sheet of alumina is fused to two external silica tetrahedra by
the tip, so that the oxygen ions of the octahedral sheet also
belong to the tetrahedral sheets, as shown in Figure 20.4.

The layer thickness is around 1 nm and the lateral dimen-
sions may vary from 300 Å to several microns, and even larger,
depending on the particulate silicate, the source of the clay,
and the method of preparation. The aspect ratio of these layers
(ratio length/thickness) is particularly high, with values greater
than 1000 [7, 31–33].

Because, in their pristine state, layered silicates are only
miscible with hydrophilic polymers, such as poly(ethylene
oxide) (PEO) and poly(vinyl alcohol) (PVA), in order to
render them miscible with other polymers, one must exchange
the alkali counterions with a cationic-organic surfactant.
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Side = 1

Side = 2

Side = 3

Surface = 6

Surface = 22 × 6 = 24

Surface = 32 × 6 = 54

Volume = 1

Volume = 23 = 8

Volume = 33 = 27

Surface/volume = 6

Surface/volume = 3

Surface/volume = 2

Figure 20.2 The dimensions, surface areas, and volumes of three different-sized cubes, which schematically represent particles, are compared
here to show how surface area/volume ratio increases as the dimensions decrease.

Bad dispersion
and distribution

Good dispersion
and distribution

Good dispersion and 
bad distribution

Bad dispersion and 
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Figure 20.3 Schema of dispersion and distribution of nanoparticles in a polymer matrix, where dispersion and distribution are the level of
nanoparticle conglomeration and homogeneity in the matrix, respectively.
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Figure 20.4 The structure of 2:1 layer silicates. Ray and Okamoto [8]. Reproduced with permission of Elsevier.
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Alkylammonium ions are mostly used, although other salts
can be used, such as sulfonium and phosphonium [7, 34, 35].
This can be readily achieved through ion-exchange reactions
that render the clay organophilic [36]. In order to obtain the
exchange of the salt ions with the cations in the galleries,
water swelling of the silicate is needed. For this reason, alkali
cations are preferred in the galleries because 2-valent and
higher valent cations to prevent swelling by water. Indeed, the
hydrate formation of monovalent intergallery cations is the
driving force for water swelling.

Natural clays may contain divalent cations such as calcium
and require exchange procedures with sodium prior to further
treatment with ion salts [37]. The alkali cations, as they are
not structural, can be easily replaced by other positively
charged atoms or molecules, and thus are called exchangeable
cations [38]. The organic cations lower the surface energy
of the silicate surface and improve wetting with the polymer
matrix [6, 39]. Moreover, the long organic chains of such
surfactants, with positively charged ends, are tethered to the
surface of the negatively charged silicate layers, resulting in an
increase of the gallery height [37, 40], as shown in Figure 20.5.
Conclusively, the surface modification both increases the
basal spacing of clays and serves as a compatibilizer between
the hydrophilic clay and the hydrophobic polymer [41].

Depending on the nature of components (polymer matrix,
clay filler, and organic surfactant) and processing conditions,
clay particles (organically modified or not) can be present in
three configurations when incorporated in the polymer matrix
(Fig. 20.6).

If the polymer is unable to intercalate into the galleries,
a phase-separated composite is formed, whose properties
are similar to that of traditional microcomposites; the
poor interaction between the organic and the inorganic

+

+

+

+

+ +

+

Mn+
Mn+

Mn+  Metal cation

Alkyl ammonium cation

Mn+

+Cl–

–M(Cl)n

Mn+
Mn+ Phyllosilicate

Alkylammonium

salt

Organically modified

layered silicates

(OMLS)

Figure 20.5 Schematic demonstration of clay organic modifica-
tion. Zanetti et al. [37]. Reproduced with permission of John Wiley
and Sons.

component results in relatively poor mechanical performance.
Unseparated layers, after introduction in a polymer matrix,
are often referred to as tactiodes [42]. On the other hand,
an intercalated nanocomposite is obtained when extended
polymer macromolecules diffuse between unchanged clay
sheets, leading to a well-ordered multilayer structure of
alternating polymeric and inorganic layers with a repeating
distance of a few nanometers between them. The properties
of this type of nanocomposites typically resemble those of
ceramic materials. The most significant changes in physical
properties are observed in exfoliated hybrids, where clay
layers are separated and uniformly dispersed, thus maximizing
the polymer–clay interactions [6, 43].

Both transmission electron microscopy (TEM) and wide-
angle X-ray diffraction (WAXD) are essential tools [8] for
evaluating PNC structures. With WAXD measurements, by
monitoring the position, shape, and intensity of the basal
reflections from the distributed layered silicates, the nanocom-
posite structure may be identified. In Figure 20.7 are reported
TEM and WAXD for the different type of PNCs that can be
generated. In the figure, the term flocculated nanocomposites
indicates intercalated nanocomposites with hydroxylated
edge–edge interaction between the silicate layers.

It is important to observe that the different structures can
be generated simultaneously: an example [44] is reported in
Figure 20.8.

20.3 NANOPARTICLES WITH TWO DIMENSIONS
LESS THAN 100 NM (CARBON NANOTUBES)

CNTs were first reported by Iijima [45] in 1991, and the
first PNCs using CNTs as a filler were reported in 1994 by
Ajayan et al. [46] CNTs possess high flexibility [47], low
mass density [48], and large aspect ratio (length/diameter
of∼ 300–1000). CNT have a unique combination of mechan-
ical, electrical, and thermal properties. Some nanotubes
are stronger than steel, lighter than aluminum, and more
conductive than copper. For example, theoretical and experi-
mental results on individual single-walled carbon nanotubes
(SWNTs) show extremely high tensile modulus [49] (640 GPa
to 1 TPa) and tensile strength [50] (150–180 GPa). CNTs
are long cylinders of covalently bonded carbon atoms.
The ends of the cylinders may or may not be capped by
hemifullerenes. There are two basic types of CNTs: single-
walled carbon nanotubes (SWNTs) and multiwalled carbon
nanotubes (MWNTs).

An SWNT can be considered as a single graphene sheet
(graphene is a monolayer of sp2-bonded carbon atoms) rolled
into a seamless cylinder along an (m,n) lattice vector in the
graphene plane (Fig. 20.9). The carbon atoms in the cylinder
have partial sp3 character that increases as the radius of
curvature of the cylinder decreases. The (m,n) indices deter-
mine the diameter and chirality, which are key parameters
of a nanotube. Depending on the chirality (the chiral angle
between hexagons and the tube axis), SWNTs can be either
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Figure 20.6 Possible polymer/layered silicate structures. Dubois [7]. Reproduced with permission of Elsevier.
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Elsevier.
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50 nm

Figure 20.8 TEM image of an epoxy/clay nanocomposite that
presents simultaneously an intercalated (white arrows) and exfoliated
(black arrows) structure. Miyagawa et al. [44]. Reproduced with per-
mission of John Wiley and Sons.

metals or semiconductors, with band gaps that are relatively
large (∼0.5 eV for typical diameter of 1.5 nm) or small
(∼10 meV), even if they have nearly identical diameters [51].
For same-chirality semiconducting nanotubes, the band gap is
inversely proportional to the diameter. Thus, there are infinite
possibilities in the type of carbon tube “molecules,” and each
nanotube could exhibit distinct physical properties.

MWNTs consist of nested graphene cylinders coaxially
arranged around a central hollow core with interlayer sepa-
rations of ∼0.34 nm, indicative of the interplane spacing of
graphite [52]. A special case of MWNT is double-walled
nanotubes (DWNTs) that consist of two concentric graphene
cylinders. DWNTs are expected to exhibit higher flexural mod-
ulus than SWNTs, due to the two walls and higher toughness
than regular MWNTs because of their smaller size [53].

Presently, MWNTs and SWNTs are mainly produced
by three techniques, each having their own nuances: arc
discharge, laser ablation, and chemical vapor decomposition
(CVD). A number of reviews [52, 54] are available on these
production techniques. Arc discharge and laser ablation meth-
ods involve the condensation of hot gaseous carbon atoms
generated from the evaporation of solid carbon. In CVD, a
gaseous carbon source (hydrocarbon, CO) is decomposed
catalytically, and the nanotubes are deposited on a substrate
or they grow from a substrate. Compared with arc and laser
methods, CVD might offer more control over the length and
structure of the produced nanotubes. As mentioned earlier,
at present, all known preparations of CNTs give mixtures
of nanotube chiralities, diameters, and lengths along with
different amount and type of impurities. These parameters
vary significantly both within a sample and between samples
from different batches and laboratories. Thus, it is very

(a)

(10, –2)

(8, 8)

a2

(b) (c) (d)

a1

(8, 0)

Figure 20.9 (a) Schematic honeycomb structure of a graphene
sheet. Single-walled carbon nanotubes can be formed by folding the
sheet along lattice vectors. The two basis vectors a1 and a2 are shown.
Folding of the (8,8), (8,0), and (10,−2) vectors lead to (b) armchair,
(c) zigzag, and (d) chiral tubes. Dai [51]. Reproduced with permis-
sion of American Chemical Society.

difficult to conduct reproducible control experiments with
these inconsistent nanofillers and virtually impossible to
compare results between different researchers.

Another great challenge in nanotube/polymer composites
is the efficient translation of nanotube properties, both into the
polymer matrix and between nanotubes.

This is why CNTs are functionalized with organic
molecules before/during their mixing with a polymer matrix.
Functionalization of CNTs can serve to not only improve
their solubility and, therefore, dispersion but also to create
attractive van der Waals interactions between the polymer
matrix and the nanotube addend [55]. Several research groups
have reported successful functionalization reactions for
SWNT and MWNT CNTs [55–75].

These reactions may roughly be divided into two cate-
gories: a direct attachment of functional groups to the graphitic
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surface and the use of the nanotube-bound carboxylic acids.
The two categories of functionalization reactions may have
different effects on the structures and intrinsic properties
of CNTs.

In the first category, Margrave, Smalley, and coworkers
reported the fluorination of SWNTs [57, 58]. In various
alcohol solvents, these functionalized SWNTs were solvated
as individual tubes, making it possible to carry out further
solution chemistry. Pekker and coworkers reported the hydro-
genation of CNTs via the Birch reduction in ammonia [70].
Other examples include the derivatization of small-diameter
(ca. 0.7 nm) SWNTs reported by Tour and coworkers [68, 69];
the interactions with anilines reported by Wilson and cowork-
ers [67]; the reactions with nitrenes, carbenes, and radicals
reported by Hirsch and coworkers [74]; and the 1,3-dipolar
addition reported by Prato and others [75].

In the second category of functionalization reactions, the
nanotube-bound carboxylic acids come from intrinsic or
induced defects. The latter refer to the creation of terminal
carbons in the shortening of nanotubes, which upon oxidation
are converted to carboxylic acids [56, 76, 77]. Haddon and
coworkers first reported the use of the acid groups for attach-
ing long alkyl chains to SWNTs via amide linkages [56] or
carboxylate-ammonium salt ionic interactions [59]. Sun and
coworkers showed that the esterification of the carboxylic
acids can also be applied to functionalize and solubilize
nanotubes of any length [60, 65, 66]. An advantage with the
ester linkages is that they can be facilely defunctionalized via
acid- or base-catalyzed hydrolysis, allowing the recovery of
CNTs from the soluble samples [66]. The nanotube-bound
carboxylic acids are the sites to attach a variety of func-
tional groups for the solubilization of both shortened and
full-length CNTs.

20.4 NANOPARTICLES WITH THREE
DIMENSIONS LESS THAN 100 NM (METAL,
METAL OXIDE)

Isodimensional nanoparticles used for preparation of PNCs
are mainly oxide and metal oxide. The most common are
silver (Ag), gold (Au), zinc oxide (ZnO), silica (SiO2), tita-
nium dioxide (TiO2), and alumina (Al2O3). A comprehensive
coverage of all the different kinds of isodimensional nanopar-
ticles would be beyond the scope of this review. Instead,
this paragraph focuses, principally, on the most commonly
used isodimensional nanoparticles, that is, silver, zinc oxide,
titanium dioxide, and silica.

Ag nanoparticles are clusters of Ag atoms that range in
diameter from 1 to 100 nm and are attracting interest because
their most innovative characteristics are associated with their
increased antimicrobial properties [22, 23, 78, 276–278].
Owing to these antimicrobial properties, Ag nanoparticles are
currently the most commonly used nanoparticles in consumer
and industrial applications. The use of Ag as an antimicrobial
agent, however, is not a new concept. Ag pots and coins were

used in ancient times to keep water sterile and, in particular,
Ag-nitrate (AgNO3) has been used since the seventeenth cen-
tury as an essential multipurpose medicinal product [79, 80].
Examples of recent consumer applications using Ag as an
antimicrobial agent consist of food supplements, materials
for food packaging, coatings on medical devices, water
disinfectants, air filters, electronic appliances, odor-resistant
textile fabrics, and cosmetic products such as deodorants [81].

In general, there are two strategies to produce metal
nanoparticles. One is the so-called bottom-up method, where
nanostructures are obtained through assembly of smaller, basic
units into larger structures. The other is the top-down method,
which starts from bulk material, whose size is decreased
during the process. Common top-down techniques include
photolithography and electron beam lithography [82, 83].

The most extensively studied method for synthesizing Ag
nanoparticles is the controlled reduction of Ag salts [84, 85].
This reduction is often accomplished using a chemical
reducing agent [86–88] but also via electrochemical [89] or
photochemical reduction [90, 91]. This wet-chemical method,
which involves Ag salts reduced (in one or more steps) to
metal Ag, can be steered by many different parameters, such
as the choice of the reducing agent, the concentrations of
reagents, temperature, pH, mixing rate, and reaction time [90].
In order to tailor the particle properties, many studies have
focused on the generation of different shapes, such as rods,
wires, cubes, thin plates, or bipyramids [92, 93]. In addition,
substantial effort has been devoted to the construction of
core–shell structures, such as Ag@Au (silver core particles
with a gold shell) or Ag@SiO2 nanoparticles [94, 95]. In
general, strong reducing agents result in the formation of
smaller NPs, whereas weaker reducing agents usually lead
to larger Ag particles [90]. Another method makes use of a
Tollens process to produce Ag nanoparticles in a one-step
method [90]. This reaction has been long used in the electro-
less deposition of Ag to generate reflective mirrors on solid
supports and combines reducing sugars and Ag ammoniacal
solutions [86]. The obtained particle size distributions are
generally narrow. The Tollens method is an example of a
green synthesis of Ag nanoparticles [92].

Among metal oxides, nano-ZnO, nano-TiO2, and nano-
SiO2 have been objects of an intense research. Nano-ZnO and
nano-TiO2 display antibacterial activity and act as UV block-
ing agents. Certain forms of TiO2 are also photocatalytic, and
have been incorporated in products such as glazing and cement
to impart self-cleaning properties. Interest also extends to the
electronic properties of TiO2 and it is a key component of
dye-sensitized solar cells. Interest in nanoscale ZnO extends
to its electronic properties, which are being exploited for use
in such products as transparent electrodes, LEDs, lasers, and
piezoelectric materials. Nano-SiO2 possess ordered porous
structures with extremely high surface areas (>1000 m2/g),
well-defined and tunable pore sizes (1.5–10 nm), and can be
easily functionalized by many approaches. Recently, several
groups have taken them as suitable reservoirs of drugs and
biomolecules for biomedical applications [96].
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Many different methods have been reported for the pro-
duction of metal oxide nanoparticles. The most common
processes have been developed to synthesize oxide are
chemical solution decomposition (CSD) [97], spray pyroly-
sis [98], CVD [99–101], two-step wet chemical method [102],
sol–gel [103], ultrasonic irradiation [104, 105], and ethanol
thermal and hydrothermal method [106]. Literature revealed
that sol–gel is the most commonly used method for the
preparation of metal oxide nanoparticles. It facilitates the
synthesis of nanometer-sized crystallized metal oxide powder
of high purity at a relatively low temperature [103].

The sol–gel chemistry is based on the hydrolysis and con-
densation reactions of metal alkoxides, M(OR): where M is a
metal ion and R an alkyl group (R=Me, Et). In the case of
titanium, hydrolysis leads to the formation of Ti–OH groups:

≡ Ti–OR + H2O →≡ Ti–OH + R–OH (20.1)

The condensation reactions lead to the formation of oxo
bridges, Ti–O–Ti represented by the following reactions:

Oxalation or water elimination

2 ≡ Ti–OH →≡ Ti–O–Ti + H2O (20.2)

And alcoxalation or alcohol elimination

≡ Ti–OH+ ≡ Ti–OR →≡ Ti–O–Ti + R–OH (20.3)

Finally, the overall generalized reaction can be written as

Ti(OR)4 + 2H2O → TiO2 + 4ROH (20.4)

Many factors influence the kinetics of the hydrolysis and
condensation reactions in the sol–gel process, which include
the water/alkoxide ratio, temperature, the nature of solvent,
and so forth [107].

The functionalization of these particles is always required
for preparing a PNC; in fact nanoparticles have a strong
tendency to agglomerate and, consequently, the so-called
nanoparticle-filled polymers sometimes contain a number
of loosened clusters of particles (Fig. 20.10a) and the final
material exhibits properties even worse than conventional
particle/polymer systems.

Noble metal nanoparticles were mainly modified by thiols
[109–115], disulfides [116], amines [111–113, 117, 118],
nitriles, carboxylic acids, and phosphines [113, 118, 119]. The
use of organosulfur compounds for modifying noble metal
nanoparticles is one of the more developed methods, because
organosulfur groups strongly coordinate to various metals,
such as Ag, Cu [120], Pt, Hg, Fe, or Au. Sulfur possesses a
huge affinity for metal surfaces, and organosulfur compounds
thus will adsorb spontaneously [121].

Various organic compounds are potential metal oxide
modifiers, among them, as for metal nanoparticles, thiols,
carboxylic acids, and amines [122–124]. However, amines
and thiols are relatively rarely used; an example is thiourea
to modify SnO2 surfaces [122]. The main compounds used
for modifying metal oxide nanoparticles are phosphonates or
silanes. Among silanes, the most used include alkoxysilane,
≡Si–OR (R= alkyl), hydrogenosilane, ≡Si–H, or chlorosi-
lane, ≡Si–Cl, reagents. As a matter of fact, there is a broad
variety of commercially available silanes, and others are
readily synthesized or modified. One of the main advantages
of silanes is that they can bear numerous functionalities, for
example, amino, cyano, carboxylic acid, epoxy groups, and so
on [123, 125–132]. The postsynthesis grafting of silyl groups
on a metal oxide surface is quite easy. Moreover, silanes can
also be used for the one-step method, where the silane is
introduced at the same time as the metal oxide precursors
[110]. This method is applicable to numerous metal oxides
such as SiO2, Al2O3, TiO2, SnO2, ZrO2, V2O5, and so on.

An irradiation grafting method was applied for the mod-
ification of nanosilica in the preparation of polypropylene

Matrix polymer

Matrix polymer
Grafting polymer

resulting from irradiation

of the monomers

Homopolymer (by-product

resulting from irradiation

of the monomers)Nanoparticle

(a) (b)

Nanoparticle

Figure 20.10 Schematic drawings of (a) agglomerated nanoparticles dispersed in a polymer matrix and (b) the possible structure of grafted
nanoparticles dispersed in a polymer matrix. Rong et al. [108]. Reproduced with permission of Elsevier.
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(PP)/nanosilica composites have been reported by Zhang
and coworkers [108, 133]. Through irradiation grafting
polymerization, nanoparticle agglomerates turned into a
nanocomposite microstructure (comprising the nanoparticles
and the grafted, homopolymerized secondary polymer;
Fig. 20.10b), which in turn built up a strong interfacial
interaction with the surrounding, primary polymeric matrix
during the subsequent mixing procedure.

20.5 PREPARATIVE METHODS

The properties of a polymer nanocomposites and their
improvement with respect to the traditional composites
depend on the structure and morphology developed during the
preparation step. In turn, structure and morphology depend
on preparation conditions.

At present, the most used methods to prepare polymer
nanocomposites are (i) solution processing; (ii) in situ
polymerization; (iii) melt processing; and (iv) in situ sol–gel
technology.

20.5.1 Solution Processing

In this approach, a dispersion of nanoparticles in a suitable sol-
vent and polymer are mixed in solution. The PNC is formed by
precipitation or by evaporation of the solvent, usually under
vacuum.

When layered silicates are used, the weak forces that stack
the layers together can be easily dispersed in an adequate sol-
vent. After the clay/organoclay has swollen in the solvent, the
polymer is added to the solution and intercalates between the
clay layers (in this case, the method is called intercalation of
polymer from solution).

Even though this technique has been mostly used with
water-soluble polymers, such as PEO, polyvinyl ether (PVE),
polyvinylpyrrolidone (PVP), and poly(acrylic acid) (PAA)
[134–141], intercalation from nonaqueous solutions has
also been reported [142–145]. For example, high-density
polyethylene (HDPE)-based nanocomposites have been
prepared by dissolving HDPE in a mixture of xylene and
benzonitrile with dispersed organomodified layered silicates
(OMLSs). The nanocomposite was then recovered by pre-
cipitation from tetrahydrofuran (THF) [143]. Polystyrene
(PS)/OMLS-exfoliated nanocomposites have also been
prepared by the solution intercalation technique, by mixing
pure PS and organophilic clay with adsorbed cetyl pyrid-
ium chloride [146]. Similarly, several studies have focused
on the preparation of polylactide (PLA)-layered silicate
nanocomposites using intercalation from solution.

The first attempts by Ogata et al. [142] involved dissolving
the polymer in hot chloroform in the presence of OMLS.
However, TEM and WAXD analyses revealed that only micro-
composites were formed and that an intercalated morphology
was not achieved. In a later study, Krikorian and Pochan [147]
prepared PLA nanocomposites using dichloromethane as the

polymer solvent and as the OMLS dispersion medium. The
authors obtained intercalated or exfoliated nanocomposites,
depending on the type of OMLS used. That is, exfoliated
nanocomposites were formed when diols were present in the
organic modifier of the clay, due to the favorable enthalpic
interaction between these diols and the C O bonds in the
PLA backbone. Chang et al. [148] reported the preparation
of PLA-based nanocomposites with different kinds of OMLS
via solution intercalation using N,N-dimethylacetamide
(DMA).

In the case of polymeric materials that are infusible and
insoluble even in organic solvents, the only possible route to
produce nanocomposites with this method is to use polymeric
precursors that can be intercalated in the layered silicate and
then thermally or chemically converted to the desired poly-
mer [149]. It is important to note that, in using this method,
intercalation only occurs for certain polymer/clay/solvent sys-
tems, meaning that for a given polymer one has to find the right
clay, organic modifier, and solvents [150].

When other nanoparticles (CNTs, metal oxide, etc.)
are used, their dispersion in a solvent by simple stirring is
very difficult. A high-power ultrasonication process is more
effective in forming a dispersion of particles. Ultrasonic
wave and mechanically stirring play important roles in the
formation of the composites with a uniform particle size.
The chemical effects of ultrasound are associated with the
rapid (microsecond timescale), violent collapse of cavitation
bubbles created as the ultrasonic waves pass through a liquid
medium [151]. Sonochemical theory and the corresponding
studies suggested that ultrasonic cavitation can generate a
high local temperature of 5000 K and a local pressure of
500 atm [152], which is a very rigorous environment.

For example, Li et al. [153] used a simple solution–
precipitation technique to improve the dispersion of CNTs
in a polycarbonate solution by sonication at a frequency
of 20 kHz for 10 min. They showed that the CNTs were
uniformly dispersed in polycarbonate matrix on its consol-
idation. Safadi et al. [154] dispersed MWNTs in PS using
ultrasonication and dismembrator at 300 W for 30 min.
Uniform dispersions of CNTs in PS were achieved by
using sonication. Recently, Cho and coworkers successfully
prepared polyurethane (PU)/MWNT composites with better
dispersion of CNTs up to 20 wt% in PU [155].

Solution processing has been used for preparation of many
different polymer/CNTs such as PU/CNT [156], PS/CNT
[157–159], epoxy/CNT [158, 160, 161], poly(vinyl alcohol)
(PVA)/CNT [162], polyacrylonitrile (PAN)/CNT [163], and
polyethylene (PE)/CNT [164].

By this method also, polymer/silica nanocomposites have
been fabricated [165, 166]. Merkel et al. discovered that the
addition of nanometer-sized fumed silica particles to certain
high-free volume, glassy polymers could systematically
increase gas permeability. Such high-permeability polymers
included poly(4-methyl-2-pentyne) (PMP), poly[1-(trimethyl-
silyl)-1-propyne] (PTMSP), and poly(2,2-bis(trifluoromethyl)-
4,5-difluoro-1,3-dioxole-co-tetrafluoroethylene) [107].
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van Zyl et al. [167] reported the preparation of PA/silica
nanocomposites via solution processing. Nylon 6 was first
dissolved in formic acid, the pH was controlled at ca. 2, and
the silica sol with particle sizes of 10–30 nm was added to
the nylon solution and stirred gently at room temperature.
The solution was then casted, and the solvent was evapo-
rated. The nanocomposite was examined with TEM, which
revealed that the silica particles were well dispersed and
nonaggregated.

20.5.2 In situ Polymerization

In this method, the nanoparticles are dispersed in monomer
followed by polymerization. This method is useful for the
preparation of composites with polymers that cannot be
processed by solution or melt mixing, for example, insoluble
and thermally unstable polymers [168, 169].

In situ polymerization was the first method used to syn-
thesize polymer–clay nanocomposites based on polyamide
(PA) 6. In this technique, the modified layered silicate is
swollen by a liquid monomer or a monomer solution. The
monomer migrates into the galleries of the layered silicate,
so that the polymerization reaction can occur between the
intercalated sheets. The reaction can be initiated either by
heat or radiation, by the diffusion of a suitable initiator or
by an organic initiator or catalyst fixed through cationic
exchange inside the interlayer before the swelling step by

the monomer. Polymerization produces long-chain polymers
within the clay galleries. Under conditions in which intra-
and extra-gallery polymerization rates are properly balanced,
the clay layers are delaminated and the resulting material
possesses a disordered structure [33, 170]. The method
has been applied for the preparation of nanocomposites
based on thermoplastic polymers other than polyamides,
including polymethylmethacrylate (PMMA) [171, 172], (PS)
[173], polybenzoxale (PBO) [174], polyolefins (PP and PE),
[175–178], and polyethylene terephthalate (PET) [179].

In situ polymerization has been widely used for the prepara-
tion of PMMA-CNT composites [180–183]. Conducting poly-
mers are attached to CNT surfaces by in situ polymerization to
improve the processability and electrical, magnetic, and opti-
cal properties of CNTs [184–187]. PU/MWNT [188, 189] and
PA/MWNT [190] composites were also synthesized by this
method.

An interesting example is proposed by Sahoo et al. [191],
where polypyrrole (PPy)-coated MWNTs were synthesized by
in situ polymerization of pyrrole on MWNT-COOH. The pos-
sible interaction of hydrogen bonding between PPy chain and
MWCT-CCOH is reported in Figure 20.11(1). They investi-
gated the effect of the monomer concentration on the coating
and properties of the resulting complex nanotubes. By chang-
ing the pyrrole/MWNT ratio, the layer thickness of PPy could
be easily controlled in MWNT-PPy complex nanotubes, as
shown in Figure 20.11(2).

(a)

2)

(b)

1)

N N

O

O

+
Acetonitrile + MeOH

FeCl3

H H H
HO

HO
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Figure 20.11 (1) Possible interaction of hydrogen bonding existed between for PPy chain and MWNT-COOH. (2) TEM micrographs of
PPy-coated MWNTs: by changing the monomer concentration ((a) MWNT:PPy= 1:2; (b) MWNT:PPy= 1:5), the layer thickness of polymer-
ized PPy changed, resulting in different electrical properties. Sahoo et al. [191]. Reproduced with permission of Elsevier.
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20.5.3 Melt Processing

Melt processing is a common and simple method, particularly
useful for thermoplastic polymers. This technique consists
of blending the nanoparticles with the polymer matrix in
the molten state. The nanoparticles are mechanically dis-
persed into a polymer matrix using a high-temperature and
high-shear-force mixer or compounder [192].

When technologically important polymer/layer silicate
nanocomposites are to be prepared, both in situ polymer-
ization and intercalation from solution are limited because
neither a suitable monomer nor a compatible polymer–silicate
solvent system is always available. Moreover, they are
not always compatible with current polymer processing
techniques. These disadvantages drive the researchers to the
direct melt intercalation method, which is the most versatile
and environmentally benign among all the methods of
preparing polymer–clay nanocomposites [6]. The advantages
of forming nanocomposites by melt processing are quite
appealing, rendering this technique a promising new approach
that would greatly expand the commercial opportunities for
nanocomposite technology [193–196]. If technically possible,
melt compounding would be significantly more economical
and simpler than in situ polymerization. It minimizes capital
costs because of its compatibility with existing processes.
That is, melt processing allows nanocomposites to be for-
mulated directly using ordinary compounding devices such
as extruders or mixers, without the necessary involvement
of resin production. Therefore, it shifts nanocomposite
production downstream, giving end-use manufacturers many
degrees of freedom with regard to final product specifications
(e.g., selection of polymer grade, choice of organoclay, level
of reinforcement, etc.). At the same time, melt processing
is environmentally sound because no solvents are required
[193, 195]; and it enhances the specificity for the intercalation
of polymer, by eliminating the competing host–solvent and
polymer–solvent interactions [2]. Thus, the majority of
thermoplastic polymers, including PA [32, 195, 197, 198],
PET [199] (and recycled PET [200]), EVA [201, 202], ther-
moplastic PU [203], polyolefins [204, 205], PLA [206–208],
polycaprolactone (PCL) [209, 210], and so on, have been used
to prepare polymer/clay nanocomposites by this method.

Melt processing has been successfully applied for the
preparation of different polymer–CNT composites such as
PP/CNT [211–213], PE/CNT [212–216], polycarbonate
(PC)/CNT [217–219], PMMA/CNT [220–223], poly-
oxymethylene/CNT [224], polyimide/CNT [225], PA6/CNT
[226, 227], and so on. The shear forces from the mix-
ers/extruders should help break nanoparticle aggregates or
prevent their formation. Unfortunately, the dispersion of
CNTs in a polymer matrix is quite poor compared to the
dispersion that may be achieved through solution mixing. In
addition, the CNTs must be lower due to the high viscosities
of the composites at higher loading of CNTs.

Melt processing has been used also for polymer and poly-
mer blend/silica nanocomposites. In particular, extensive stud-
ies are reported for PP [228], PP-based copolymer [229], PE
[230], PE-based copolymer [231, 232], PS [233–235], PMMA
[234, 235], PC [234], PC-based copolymer [236], poly-
ethylene naphthalate (PEN) [237], perfluoropolymer [238],
PET [239–241], PA [242], polyvinyl acetate (PVAc) [243], co-
polyetherester [244], styrene-butadiene rubber [245, 246],
ethylene vinyl acetate (EVA) [247], PET/PS [248], PLLA
[249], and many others.

20.5.4 In situ Sol–Gel Technology

An extensive literature survey reveals that almost all polymer–
ceramic nanocomposites were prepared through mechanical
blending of nanosized particles, polymer, and salt in a com-
patible solvent. Aggregation of these particles stemming from
their high surface energy is a perennial problem that under-
mines the efficacy of the ceramic fillers. A simple and effective
method to overcome such a problem is the sol–gel process,
wherein the nanosized ceramic fillers are precipitated in situ in
the polymer matrix through a series of hydrolysis and conden-
sation reactions of suitable precursors. Thus, the ceramic fillers
are uniformly distributed in the polymer and exhibit excellent
properties.

These organic–inorganic hybrids are generally classified
into two broad families: in type I nanocomposites, the
interactions between the hosting matrix and the entrapped
species are weak and based on hydrogen bonds and van der
Waals forces; whereas in type II nanocomposites, the organic
and inorganic components are connected through stronger
chemical bonds.

The successful implementation of this versatile process
in the synthesis of siloxane-derived composite polymer (i.e.,
polymer/silica nanocomposites) electrolytes has appeared in
several recent reports [250–252]. The sol–gel method has
already been reported for the preparation of nanocomposite-
based silicone rubber [253, 254], polyisobutylene [255], and
several diene rubbers [256–261]. Nevertheless, this method
is suitable usually for amorphous polymers (rubbers and
elastomers) as it is based on the polymer swelling by the inor-
ganic precursor solution. Regarding polyolefin matrix, Sun
et al. [262] reported the preparation of polypropylene/silica
nanocomposites via a two-step method: (i) diffusion of the
tetraethoxysilane (TEOS) through the polypropylene (PP)
matrix using supercritical carbon dioxide as a carrier and
swelling agent, (ii) hydrolysis/condensation reactions of
the precursor molecules confined in polymer network. Jain
et al. [263, 264] developed a new process, combining the
sol–gel method with the solid-state modification consist-
ing of grafting vinyl triethoxysilane (VTEOS). Following
this, they prepared PP/silica nanocomposites, varying the
degree of covalent interaction between silica nanofiller and
matrix. Dou et al. [265] reported a preparation of PP/silica
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nanocomposite by in situ sol–gel process using hyperbranched
polyethoxysiloxane.

Several works have been published on the efficiency of
the sol–gel process in the production of high-quality titanium
dioxide from titanium alkoxide precursor [266–270].

20.6 STRUCTURE AND MORPHOLOGY OF
POLYMER NANOCOMPOSITES

Good dispersion and distribution (and in the case of clay
nanoparticles an exfoliated structure) are the key factors for
improving properties in a nanocomposites.

The different structure and morphologies that can be gen-
erated during the preparation of a nanocomposite depend on
many parameters. The most important are method of prepara-
tions, nature of the particle functionalization, particle concen-
trations. A comprehensive coverage of all the different effect
obtained by changing the parameters would be not possible
and beyond the scope of this review. Anyway some examples
in this paragraph are reported.

In Figure 20.12, different dispersions of CNTs in epoxy
matrix, fabricated using different techniques are shown
by TEM.

The techniques used for preparation of nanocomposites
(sonication in water bath, shear mixing, probe sonicator,

(a) (b) (c) (d)

Figure 20.12 Dispersion of CNTs in nanocomposites fabricated using different dispersion techniques (a: sonication in water bath; b: shear
mixing; c: probe sonicator; d: calendering; scale bar= 20 μm). Peng-Cheng et al. [271]. Reproduced with permission of Elsevier.

(a) (b)

(c) (d) (e)

Figure 20.13 TEM micrographs of PP (MI= 6.7 g/10 min)-based nanocomposites filled with (a) SiO2 as-received (content of SiO2

1.96 vol%), (b) SiO2-g-PS (content of SiO2 1.96 vol%), (c) SiO2-g-PS (content of SiO2 6.38 vol%), (d) SiO2-g-PMMA (content of SiO2

1.96 vol%), and (e) SiO2-g-PMMA (content of SiO2 6.38 vol%). Magnification 2× 104. Rong et al. [108]. Reproduced with permission of
Elsevier.
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and calendering) influences the dispersion of CNTs and, to
a large extent, the mechanical properties of CNT/polymer
nanocomposites. The best CNT dispersion was achieved
by employing calendaring machine (Fig. 20.12d), and the
nanocomposites fabricated using this technique exhibited
the best flexural properties among the four techniques used
[271, 272].

In the work of Rong et al. [108], various polymers were
grafted on the surface of nanoscale silica filler particles
through the simultaneous irradiation polymerization tech-
nique. In this way, the modified nanoparticles can be more
effectively utilized in thermoplastics (such as PP) than
conventional particulate fillers, when using the same direct
compounding technology.

Morphology of PP/SiO2 is reported in Figure 20.13, where
different polymers (PS and PMMA) are grafter on the silica
surface by irradiation treatment. Two different concentrations
of SiO2 are considered (1.96 and 6.38 vol%). From the figure
it is clear that higher filler loading is detrimental to silica uni-
form dispersion in the polymer matrix. In fact, the size of the
dispersed phases increases with increasing filler content in the
nanocomposites. It should be noted that the dispersed phases in

the nanocomposites illustrated in Figure 20.13b–e are clearly
smaller than the untreated SiO2.

As a result of these phenomena, reinforcing and toughening
effects of the nanoparticles on polymeric materials could be
fully brought into play. In fact, the tensile properties, such
as strength, modulus, and elongation at break of PP were
improved simultaneously when the modified nanoparticles
were incorporated.

In the work of Bahloul [270], in situ generation of TiO2
inorganic particles in a semicrystalline polymer (PP) is
reported. Titanium n-butoxide was mixed with PP under
molten conditions in a corotating twin screw extruder. At the
die exit of the extruder, the extent of the hydrolysis was higher
than 70% and fine particles dispersed in PP were observed by
TEM analysis. Figure 20.14a and b shows a fine dispersion
of few nanometers of TiO2 particles, whereas Figure 20.14c,
which presents the morphology of nanocomposites with
higher percentage of silica particles, indicates larger scale
structure (aggregates) at the nanometric scale.

When melt-mixing process is considered for preparation of
nanocomposites, the effects of operating and processing con-
ditions on the morphology of nanocomposites, and therefore

(a) (b)

(c)

100 nm 100 nm

100 nm

Figure 20.14 TEM of nanocomposites containing different amounts of nano-TiO2: (a) PP-2.9%TiO2, (b) PP-6%TiO2, and (c) PP-9.3%TiO2.
Bahloul et al. [270]. Reproduced with permission of John Wiley and Sons.
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Single screw

100nm

100nm
100nm

100nm

Corotating, low shear

Corotating, medium shear Counter-intermeshing, 

medium shear

Figure 20.15 Transmission electron micrographs for selected
nanocomposites prepared from clay and PA6 using different extrud-
ers and screw configurations. Dennis et al. [273]. Reproduced with
permission of Elsevier.

on their properties, has to be considered. Dennis et al. [273]
have studied the effect of the processing conditions on the
formation of nanocomposites from PA6 and organoclay by
using several combinations of extruders and screw configura-
tions. In particular, they have used a single-screw extruder and
two twin-screw extruders: corotating twin-screw extruder and
counterrotating twin-screw extruder. For each screw extruder
type, the shear intensity of mixing was changed by changing
the screw configurations. Excessive shear intensity or back-
mixing apparently causes poorer delamination and dispersion
and the best results are obtained by using a counterrotating
twin screw extruder (Fig. 20.15).

In another work, Lertwimolnun and Vergnes [274]
have prepared PP/organoclay nanocomposites by using a
twin-screw extruder and have found that the state of intercala-
tion, interpreted by interlayer spacing, is globally unaffected
by processing parameters. A complete intercalated structure is
obtained, even at high feed rate, in a very short period of time
(∼21 s). In parallel, the level of exfoliation is estimated by
the determination of a melt yield stress. It increases when the
feed rate (Q) decreases and the screw speed (N) increases. The
effect of these two parameters can be expressed through the
ratio Q/N. Figure 20.16 shows that the values of the melt yield
stress, and thereby the degree of exfoliation, decrease regu-
larly as a function of Q/N. The best exfoliation is thus obtained
at high screw speed and low feed rate. Direct morphological
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Figure 20.16 Evolution of melt yield stress as a function of Q/N for the nanocomposites prepared with different operating conditions. Ler-
twimolnun and Vergnes [275]. Reproduced with permission of Elsevier.
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observations by TEM confirm the results found by SAOS
measurements (rheological measurements in small-amplitude
oscillatory shear) [275]. The better dispersion is observed
at low Q/N ratio. The difference of morphology is evident
between the highest and the lowest Q/N ratios.

20.7 CONCLUDING REMARKS

There are several approaches for developing high-performance
PNCs. The critical challenge is the development of methods
to improve the dispersion of nanoparticles in a polymer matrix
because their enhanced dispersion in polymer matrices greatly
improves the mechanical, electrical, and optical properties
of nanocomposites. Despite various methods, such as melt
processing, solution processing, in situ polymerization,
sol–gel technology and chemical functionalization, there
are still opportunities and challenges to be found in order
to improve dispersion and modify interfacial properties.
In particular, it is needed to identify stable procedures for
homogeneous dispersion of nanoparticles, by directing
the structure and properties of the polymer matrix during
crystallization/solidification taking into consideration the
materials’ characteristics, the nanoparticles’ shape, as well as
the conditions of the processing.
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21.1 INTRODUCTION

Polymers filled with layered silicates, in comparison with
unfilled polymers or common microcomposites, have shown
improvements in several properties. The incorporation of
nanolayers of high aspect ratio at very low volume fractions
can improve the tensile modulus, strength, gas barrier prop-
erties, heat resistance, and decrease flammability of polymer
nanocomposites. Thus, one should expect a reduction in thick-
ness of commercial packaging containers and improvement in
barrier properties by incorporation of nanoplatelets [1–3].

Generally, at least one critical dimension of dispersed
particles in nanocomposites must be in the nanometer range
(<100 nm). Typical nanomaterials, which are currently
under investigation, are classified by their geometries. Silica
nanoparticles and carbon black are examples of nanoparticles,
while carbon nanotubes and nanofibers are classified as
fibrous nanomaterials. Silicate layers with platelike structure
belong to the family of layered nanomaterials [4].

21.2 STRUCTURE OF LAYERED SILICATES

Silicate nanolayers, which are widely used in polymer clay
nanocomposites (PCNs), are montmorillonites from the
smectite family, that is, 2:1 phyllosilicates composed of octa-
hedral and tetrahedral crystalline sheets. The octahedral sheet
consists of hydroxyl groups as well as oxygen, aluminum,
iron, and magnesium atoms. On the other hand, the tetrahedral
sheet comprises a central silicon atom and four oxygen atoms
or hydroxyl groups [5]. The structure of 2:1 phyllosilicates is
shown in Figure 21.1.

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

The lateral dimensions of these layers change over a wide
range, from 30 nm to a few microns, while the thickness of the
layer is around 1 nm. Interlayer or gallery spacing is the gap
between the stacked layers. The ability of clay minerals to hold
cations is called the cation exchange capacity (CEC), which is
generally expressed as meq/100 g clay. Substitution with lower
valence elements in the tetrahedral sheet (e.g., Si4+ is replaced
by Al3+) or in the octahedral sheet (e.g., replacement of Al3+

by Mg2+ or Fe2+) leads to the creation of a net negative surface
charge. The replacement of ions of relatively similar sizes is
called isomorphous substitution. The negative charge can be
counterbalanced by alkali and alkaline earth cations such as
Na+ or Ca2+ situated in the gallery [1].

Montmorillonite is highly polar and its surface hydrophilic.
Therefore, delamination of montmorillonite in commodity
and engineering polymeric matrices, which are hydrophobic,
is problematic. In order to enhance the compatibility with
polymers, it is essential to make the hydrophilic silicate sur-
face more organophilic. Via this conversion, intercalation of
most polymeric chains between silicate nanolayers becomes
possible. Cationic surfactants such as alkylammonium and
alkylphosphonium can penetrate into the interlayer space of
silicate nanolayers via ion exchange reactions. The produced
organosilicates have a lower surface energy, higher interlayer
spacing, and more ability for polymer wetting in comparison
with unmodified (pristine) montmorillonite (Na-MMT). In
some cases, these organic modifiers or surfactants possess
functional groups interacting with the polymer matrix [1, 3].
Figure 21.2 displays a schematic representation of a cation
exchange reaction between pristine montmorillonite and a
cationic surfactant.
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Figure 21.1 Structure of 2:1 phyllosilicates. Adapted from Grim
[6]; Boczkowska [7].

21.3 MORPHOLOGIES OF POLYMER-LAYERED
SILICATE COMPOSITES

Typically, and depending on the interfacial interaction strength
between the polymer matrix and the nanolayers, three main
types of polymer-layered silicate nanocomposite morpholo-
gies may be observed. In immiscible or phase-separated
systems, polymer chains are not able to penetrate into the
silicate galleries. Therefore, the basal d-spacing of the
nanolayers remains unchanged and the properties of the
resulting composites cannot be better than conventional
microcomposites. Intercalated nanocomposites are obtained
when polymer chains diffuse in the interlayer gallery between
the silicate nanolayers. In the intercalated morphology, the
stacking order of the nanolayers is preserved; however, due

to the penetration of polymer chains, the interlayer d-spacing
expands. Delaminated or exfoliated nanocomposites refer to
the morphology in which silicate nanolayers are dispersed
randomly and individually in the polymer host matrix. In
this case, the distance between separated layers is typically
10 nm or higher, depending on clay loading. Remarkable
improvements are expected to be obtained via exfoliation of
silicate nanolayers within polymer matrices [2]. Figure 21.3
illustrates a schematic representation and the corresponding
TEM images of the three common morphologies of poly-
mer filled with layered silicates. A combination of these
morphologies may also be observed in a single sample.

Generally, the final morphology of polymer-layered silicate
nanocomposites is determined by the interplay of entropy and
enthalpy changes. The entropy change includes an entropy loss
due to the confinement of polymer chains within the inter-
layer spacing of nanolayers, and an entropy gain because of
gallery enhancement and increased conformational freedom
of the organic modifier chains. If the entropic penalty of poly-
mer confinement is equal to or larger than the entropy gain,
enthalpy will determine if intercalation is thermodynamically
favorable. The enthalpy of mixing depends on the interactions
between the polymer chains, the silicate nanolayer surface, and
the organic modifier chains [1, 8]. From a mean-field statisti-
cal lattice model, it was reported that the entropy loss due to
the polymer confinement is almost equal to the entropy gain;
hence, a very small entropy net change is involved in the ther-
modynamic of nanocomposite formation [1, 9, 10]. Therefore,
polymer intercalation into silicate nanolayers depends mostly
on favorable enthalpic contributions.

21.4 NANOCOMPOSITE PREPARATION METHODS

Solution blending, in situ polymerization, and melt blend-
ing are three processing techniques used for preparing
polymer-layered silicate nanocomposites. In solution blend-
ing, a polymeric solution is prepared and layered silicates
are swollen in a cosolvent (water, toluene, chloroform, etc.).
By mixing the polymeric and silicate nanolayers solutions,

Pristine clay

Cationic
surfactant

Organoclay

Figure 21.2 Schematic representation of organic modification of silicate nanolayers. Pavlidou and Papaspyrides [2]. Reproduced with per-
mission of Elsevier.
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Figure 21.3 Scheme of different types of composite structures arising from the mixing of layered silicates and polymers, with corresponding
TEM images. Adapted from Hussain et al. [4].

Clay dispersion

Polymer solution

Polymer intercalation in the

galleries of dispersed clay

Solvent evaporation and

nanocomposite recovery

Figure 21.4 Schematic representation of nanocomposites obtained by solution blending. Pavlidou and Papaspyrides [2]. Reproduced with
permission of Elsevier.

macromolecules can intercalate and displace the solvent
within the gap of the silicate layers. Upon removal of the
solvent, polymer-layered silicate nanocomposites can be
achieved if the polymer and silicate are compatible [1].
A schematic representation of this method is shown in
Figure 21.4.

Pramanik et al. [11] prepared ethylene vinyl acetate
(EVA) nanocomposites containing 2, 4, 6, and 8 wt% dodecyl
ammonium ion–intercalated montmorillonite by solution
blending. EVA was dissolved in toluene and the organoclay
was dispersed in N,N-dimethyl acetamide. The absence of

any diffraction peak in X-ray diffraction (XRD) for nanocom-
posites containing up to 6 wt% clay was attributed to the
homogeneous exfoliation and random dispersion of silicate
layers within the polymer matrix. However, it is well estab-
lished that the absence of XRD peaks, which can be due to
clay dilution, is not sufficient to conclude about an exfoliated
structure. It is also worth noting that EVA nanocomposites
containing 8 wt% organoclay exhibited the basal reflection
peak of the pristine organoclay. The authors reported a 36%
improvement in tensile strength for the nanocomposites
containing 2 wt% organoclay.
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Another technique to prepare polymer-layered silicate
nanocomposites is in situ polymerization. This method
has attracted much academic and industrial interest after
a Toyota research group synthesized polyamide-6 clay
nanocomposites, with remarkable improvements in mechan-
ical and thermal properties, via in situ polymerization. In
this technique, a liquid monomer or a monomer solution
is used to swell the silicate nanolayers. Upon starting the
polymerization, macromolecule formation can occur between
the silicate layers and even bond with the surfactant attached
on the clay [1, 12]. Lee and coworkers [13] prepared PET
nanocomposites containing trimethyl octadecyl ammonium
ion–intercalated montmorillonite by ring-opening polymer-
ization of ethylene terephthalate cyclic oligomers (ETCs).
Figure 21.5 depicts the schematic of the in situ polymerization
of a PET nanocomposite. The intercalation of the cyclic
oligomer of low molecular weight and viscosity enhanced the
gallery spacing of the organoclay. Subsequent polymerization
resulted in the coexistence of exfoliated and intercalated
clay particles rather than perfect exfoliation. Besides, this
method led to the formation of a PET with a very low intrinsic
viscosity (IV= 0.55 dL/g).

Melt intercalation involves direct mixing of layered
silicates with a molten polymer. It is desirable that the molten
polymer chains diffuse into the interlayer spacing of the
nanolayers and lead to their delamination. Shear and high
temperature can be used to facilitate the diffusion of polymer
molecules into the clay galleries. The melt intercalation
method has several advantages over the other techniques. First
of all, this is an environmental friendly method because there
is no need for using organic solvents. Secondly, common
industrial processing techniques such as extrusion and injec-
tion molding can be used in this approach. It is a cost-effective
method and can be employed for the preparation of nanocom-
posites of a wide range of polymers, from nonpolar to strongly
polar ones. In addition, the high shear forces encountered
in polymer processing equipment facilitate the dispersion of
the nanoparticles in the molten polymer matrix. Therefore,
this method is greener and commercially more viable in
comparison with the two other approaches presented. Most
results presented in this chapter were obtained using melt
intercalation.

21.5 CHALLENGES OF THERMAL DEGRADATION
IN MELT INTERCALATION

In spite of the several advantages of the melt-mixing approach,
melt intercalation can lead to the thermal degradation of com-
mercial organoclays. As melt processing and polymerization
of PET are performed at high temperatures (250–300 ∘C), the
organomodifiers of commercial organoclays could degrade
below 200 ∘C [14]. It seems that the thermal stability of
organosilicates have a critical role in the resulting nanocom-
posite morphology, because upon decomposition of the
silicate organic modifier, the interface between the polymer

matrix and the silicate nanolayers may change. Moreover,
the decomposition of the organic modifier, which leads to the
collapse of the silicate nanolayers and a decreased interlayer
spacing, may impede the intercalation of polymer chains.
Color formation, enhanced degradation of the polymer matrix,
plasticization effects, and deterioration of general physical
properties may result from the thermal degradation of organ-
oclays during melt processing. Therefore, the thermal stability
of the organic modifiers used for the modification of the
nanosilicates should be improved to avoid an anticipated col-
lapse and agglomeration of the organoclays. Beside thermal
stability, compatibility of organosilicates with the polymer
host matrix is another critical parameter that controls the level
of dispersion and delamination of the silicate nanolayers and
the final morphology of the nanocomposites [15, 16].

Fornes et al. [17] prepared nylon-6 nanocomposites
containing various quaternary alkylammonium organoclays
using a twin-screw extruder. Molecular weight reduction,
determined via intrinsic viscosity measurements of unfiltered
solutions, and color formation were reported for all nanocom-
posites, due to reactions between the matrix polymer chains
and the organoclays. Further, matrix degradation was reported
for the nanocomposites with higher platelet delamination,
which was attributed to more exposure of the organoclays to
the matrix.

Shah and Paul [18] prepared low-density polyethylene nan-
ocomposites containing 5 wt% trimethyl hydrogenated-tallow
ammonium montmorillonite, M3(HT)1, and dimethyl bis(hyd-
rogenated-tallow) ammonium montmorillonite, M2(HT)2,
using a twin-screw extruder. Melt compounding was per-
formed at 150, 165, 180, 200, and 240 ∘C to study the effect of
processing temperature on the degradation of the quaternary
ammonium surfactants of the organoclays. Changes in the
position of XRD peaks were assigned to platelet collapse,
induced by the mass reduction of the surfactants within
the clay galleries. Figure 21.6 illustrates the XRD patterns
of polyethylene nanocomposites containing M3(HT)1 and
M2(HT)2 organoclays. The authors did not present TEM
images for direct visualization of the state of the dispersion of
the organoclays, but XRD patterns do not show evidence of
intercalation or exfoliation.

Polycarbonate nanocomposites were prepared by melt
compounding and the effect of organoclay structure on
color formation was examined. Darker colored nanocom-
posites were obtained for samples containing the organoclay
with double bonds in the hydrocarbon tail, compared to
those with saturated organic modifiers. The presence of
both hydroxy-ethyl groups and tallow tails led to the most
important color changes [19].

Scaffaro and coworkers [20] prepared PET nanocomposite
using a twin-screw extruder. The intrinsic viscosity of the neat
PET and extruded PET was reported to be 0.83 and 0.82 dL/g,
respectively, while PET nanocomposites containing 10 wt%
C30B exhibited an intrinsic viscosity of 0.63 dL/g (see the
discussion on intrinsic viscosity measurements of nanocom-
posites in the next paragraph). This remarkable reduction in
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Figure 21.5 Ring-opening polymerization of ethylene terephthalate cyclic oligomers in the interlayer spacing of the organoclay. Lee et al.
[13]. Reproduced with permission of Elsevier.

the intrinsic viscosity was attributed to the depolymerization
of PET induced by the degradation of the C30B organic
modifier. Hwang et al. [21] prepared PET nanocomposites
containing Cloisite® 10A (C10A) by in situ polymerization at
285 ∘C. By incorporating 5 wt% C10A, the intrinsic viscosity
of the neat PET was reduced from 0.76 to 0.70 dL/g. In

another study, PET nanocomposites containing organomodi-
fied synthetic mica were prepared using a twin-screw extruder
at 270 ∘C. The molecular weight of the extruded PET, char-
acterized by gel permeation chromatography (GPC), was
reported to decrease from 90,100 to 78,500 g/mol due to the
incorporation of 5 wt% organoclay [22].
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M3(HT)1 and (b) M2(HT)2 organoclays. Shah and Paul [18]. Reproduced with permission of Elsevier.

Measuring the intrinsic viscosity of clay-containing
nanocomposites requires the elimination of the clay particles
from the dilute solutions, because the presence of the particles
influences the flow time. We prepared PET nanocomposites
containing 2, 4, 6, and 8 wt% C30B [23]. While the thermal
degradation of the matrix for the nanocomposite containing
2 wt% C30B was already assessed by the rheological results
and color formation, a larger intrinsic viscosity (0.74 dL/g)
was obtained for this sample in comparison to the extruded
neat PET (0.72 dL/g). Besides, nanocomposites containing
6 and 8 wt% C30B exhibited the same intrinsic viscosity
(0.47 dL/g). This illustrates the difficulty in measuring the
intrinsic viscosity of nanocomposites, and that caution should
be exercised in interpreting results from the literature (the
same concern applies to GPC measurements).

An approach to reduce the matrix degradation in the pres-
ence of organomodifiers is the purification of the organoclays
by removing unbounded halogen impurities. Davis et al. [24]
treated Na-MMT and synthetic mica (Na-SM) with dimethyl
dioctadecyl ammonium bromide (DMDODA-Br). After the
ion exchange reaction, both types of organoclays contained
ionicaly bounded DMDODA, unbounded DMDODA-Br, and
NaBr by-product. Both NaBr and DMDODA-Br decreased
the thermal stability of the produced organosilicates. There-
fore, it was considered necessary to remove these two sources
of residual bromide. Davis et al. [24] found that the thermal
stability of the organosilicates depended on the employed
solvent for removing the bromide impurities. Hot water,
ethanol, and tetrahydrofuran (THF) were used for washing
the organoclays. While hot water washing had no effect on
the thermal stability of the organoclays, a 40 ∘C enhancement
in temperature stability at 5% mass fraction loss, T5%, was
obtained for organoclays that experienced both ethanol and

THF extraction. Ngo et al. [25] reported that the onset temper-
ature of degradation of imidazolium cations was drastically
reduced in the presence of a halide (by about 100 ∘C). Cui
et al. [26] have shown that washing organoclays to remove
the excess unbounded organic modifier salt improved the
thermal stability of the organoclays. Stoeffler et al. [27]
purified Cloisite® 20A (C20A) by successive washing with a
water/ethanol (1:1) mixture at 70 ∘C to eliminate the residual
chloride anions present in the organoclay. However, they
only reported a small improvement (4 ∘C) in T5% for the
purified C20A.

Quaternary ammonium organic modifiers are less costly
than thermally stable organic modifiers such as imidazoliums
[24]. Besides, organoclays based on quaternary ammo-
nium surfactants are widely commercialized, which makes
purification of the alkyl ammonium–modified organoclays
more conceivable. However, purification procedures are time
consuming and require the use of solvents. Besides, this
approach increases the final cost of the commercialized alkyl
ammonium-modified organoclays. Modification of silicate
layers with more thermally stable cationic surfactants is
another approach to reduce matrix degradation. Kim et al.
[14] modified a Na-MMT with a thermally stable organic
modifier based on dimethyl imidazolium bromide (DMIBr).
PET nanocomposites containing 3 wt% of this organoclay
were prepared by a melt-compounding approach at 280 ∘C.
PET nanocomposites containing C15A and C30B were also
prepared for comparison. Thermogravimetric analysis (TGA)
measurements were carried out for the organoclays. The
onset of decomposition temperature of the imidazolium-based
organoclay, C15A, and C30B was reported to be 255, 196, and
174 ∘C. TEM images of PET nanocomposites containing the
imidazolium-based organoclay are presented in Figure 21.7
for different magnifications. Although imidazolium-based



�

� �

�

METHODS FOR IMPROVING GAS BARRIER PROPERTIES OF POLYMERS 403

100 nm 50 nm

Figure 21.7 TEM images of PET nanocomposites containing imidazolium-based organoclay at two magnifications. Kim et al. [14].
Reproduced with permission of Springer.

organoclay exhibited a better thermal stability over C30B and
C15A, the TEM images show an intercalated morphology
containing tactoids of several silicate layers rather than an
exfoliated structure.

Ghasemi et al. [28] prepared PET nanocomposites contain-
ing C30B, and thermally stable organoclays modified with
imidazolium, pyridinium, and phosphonium surfactants, using
a twin-screw extruder. TGA analysis confirmed that the T5% of
the more thermally stable organoclays was significantly higher
than that of C30B. However, based on XRD results the highest
gallery opening (i.e., PET intercalation) was obtained for
C30B. Image analysis based on TEM images also confirmed a
higher degree of intercalation for the nanocomposites contain-
ing C30B. Stoeffler et al. [29] prepared PET nanocomposites
containing alkyl phosphonium, alkyl pyridinium, and dialkyl
imidazolium-modified montmorillonite using an internal
mixer at 280 ∘C. Based on TEM images, intercalated mor-
phologies with tactoids composed of around 4–10 layers were
reported for the nanocomposites. The presence of microag-
gregates, observed by optical microscopy, was also reported
for all the nanocomposites. PET nanocomposites containing
alkyl phosphonium and dialkyl imidazolium–modified mont-
morillonite exhibited a yellowish/brownish color, and those
containing pyridinium-modified montmorillonite presented
a dark brown color in comparison to the neat PET matrix.
Na-Hect (hectorite) was also modified with thermally stable
hexadecyl quinolinium bromide (Q16). PET nanocomposites
were prepared with the organomodified and pristine clays at
a loading of 3 wt% using an internal mixer at 280 ∘C [30].
Figure 21.8 shows XRD patterns of the pristine and modified
hectorite, as well as PET nanocomposites containing the
organoclay. According to the XRD results, the modification
of Na-Hect with the quinolinium surfactant increased the
d-spacing from 1.21 to 1.73 nm, and after melt blending with
PET the gallery spacing reached 3.15 nm.

Low- and high-magnification TEM images of the obtained
nanocomposites are presented in Figure 21.9. Based on the
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Figure 21.8 XRD patterns of Na-Hect, quinolinium-modified hec-
torite (Hect-Q16), and PET nanocomposite containing Hect-Q16.
Costache et al. [30]. Reproduced with permission of John Wiley and
Sons.

XRD and TEM results, a mixed morphology including tac-
toids, and intercalated and exfoliated silicate layer structures
was reported [30].

In another study, PET nanocomposites containing
imidazolium-modified montmorillonite were synthesized by
in situ polymerization. XRD and TEM results revealed the
coexistence of large aggregates and intercalated silicate layers
for the synthesized nanocomposites [31].

21.6 METHODS FOR IMPROVING GAS BARRIER
PROPERTIES OF POLYMERS

Food and beverage producers require distributing their
products all over the world. This increases the time interval
between production and consumption of the products. The
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Figure 21.9 (a) Low- and (b) high-magnification TEM images of PET nanocomposites containing Hect-Q16. Costache et al. [30]. Repro-
duced with permission of John Wiley and Sons.

shelf life of many foodstuffs and beverages is strongly depen-
dent on their packaging resistance to oxygen, carbon dioxide,
and water vapor. Hence, various efforts have been devoted to
the improvement of barrier properties of packaging materials.
A thin layer of material with high intrinsic barrier properties
such as aluminum and silicon oxide can be coated on polymer
substrates to reduce gas permeability. The level of adherence
between the plastic substrate and the coating controls the
durability of the coated article. The barrier performance is
significantly reduced if the interior coating delaminates or the
exterior coating scratches off [32, 33].

The permeability of semicrystalline polymers strongly
depends on the extent of crystallinity. Annealing (heat setting)
of semicrystalline polymers results in crystal perfection and
the enhancement of the degree of crystallinity by the reduction
of defects [34]. Crystalline domains are impermeable and a
higher degree of crystallinity reduces the volume of polymer
available for gas penetration. Besides, impermeable crystals
create a tortuous path and force the gas or liquid molecules
to follow longer diffusion pathways within the amorphous
phase [35, 36]. Therefore, crystalline domains affect both
the solubility and diffusivity of gases in the polymer matrix
[37]. The influence of annealing on the degree of crystallinity
and oxygen permeability of PET was studied by Perkins
[38]. A 33% improvement in barrier properties was reported
when crystallinity of the matrix increased from about 25 to
55% [38]. Ghasemi et al. [39] showed that after 20 min of
annealing at 150 ∘C, the degree of crystallinity and oxygen
barrier properties of PET increased by seven times and 40%,
respectively. However, it was reported that after annealing
the sample became completely opaque and white. Another
drawback of annealing is brittleness of the product.

Blending with high-barrier polymers is another approach to
increase barrier properties of polymers like PET or polyolefins
[40–42]. Yeo et al. [42] prepared a blend of polypropylene
(PP)/ethylene-vinyl alcohol copolymer (EVOH) (85/15) using
a single-screw extruder. Oxygen permeability of biaxially

stretched PP/EVOH films decreased by about 10 times com-
pared to the neat PP. A 19% improvement in oxygen barrier
properties of biaxially stretched PET films blended with
5 wt% poly(m-xylene adipamide) MXD6 was also reported
[41]. The main problem of this approach is the frequent
immiscibility of the components in the blends, which deterio-
rates properties of the final product such as visual appearance
and mechanical resistance. Besides, biaxial stretching is
essential to deform the droplets of the high-barrier dispersed
phase into parallel and extended layers to create a tortuous
pathway and restrain the diffusion of gas molecules, which
increases the processing costs.

Another approach to reduce gas permeability is employing
intrinsically high-barrier polymers in a multilayer conforma-
tion. High-barrier polymers alone are not used as single-layer
packaging materials because of low physical properties
and cost issues [43]. Packaging containers with multilayer
structures (three to nine layers) typically comprise a main
constituent polymer (e.g., PET or high-density polyethylene
(HDPE)) and high-barrier polymer (e.g., EVOH). In contrast
to the previous method (i.e., blending with high-barrier poly-
mers), the multilayer approach does not involve immiscibility
and related visual appearance issues. However, adherence
between layers can be a limitation, and an adhesive polymer
is generally required to tie or bond the barrier layer to the
main constituent polymer. Higher production and material
costs is another disadvantage of this approach. Moreover, it is
more economical and simpler to recycle a single-layer plastic
component than a multilayer packaging material [33, 44, 45].

Introducing impermeable lamellar fillers with high aspect
ratio in the polymer matrix is another method to enhance
barrier properties [46–51]. A tortuous path is created in
the polymer matrix due to the presence of the impermeable
silicate layers. The impermeable obstacles force the gas
permeant to travel a longer path to penetrate through the film
and, consequently, the permeability decreases. Permeability is
the product of diffusion and solubility. The kinetic aspect of
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the transport is described by the diffusion coefficient, D, and
the thermodynamic aspect of the transport is reflected by the
solubility coefficient, S, which implies the affinity between
the polymer matrix and the gas molecules. The following
equation shows the relationship between the permeability
coefficient, P, and the solubility and diffusion coefficients:

P = DS (21.1)

By ignoring the effect of the filler on the local character-
istics of the host polymer matrix, the gas solubility in the
nanocomposite is given by the following equation:

SPCN = (1 − 𝜙)SP (21.2)

where 𝜙 is the clay volume fraction and SPCN and SP are the
solubility coefficients of the PCN and the neat polymer, respec-
tively. The presence of silicate layers not only decreases the
available area for diffusion of the solutes but, due to the tor-
tuosity, also reduces the diffusion rate in the nanocomposites
according to the following equation:

DPCN =
DP

𝜏
(21.3)

where DPCN and DP are the permeability coefficients of the
PCN and the neat polymer, respectively [52]. The tortuosity,
𝜏, must be known in order to predict the permeability of the
nanocomposite. There are several models describing tortuosity
of filled systems [53–58]. For example, the following model
was proposed by Bharadwaj [53]:

𝜏 = 1 + 𝛼𝜙

2
cos2

𝜃 (21.4)

where 𝛼 is the silicate layers’ aspect ratio and 𝜃 is the angle
between the direction of the penetrating flow and the normal
of the layers, schematically illustrated in Figure 21.10.

The average aspect ratio of clay particles can be determined
by the method described by Ghasemi et al. [39] using TEM
images. Figure 21.11 shows the evaluation of the aspect ratio
of silicate layers by image analysis. An exfoliated particle is
shown in Figure 21.11a. For overlapped tactoids, the average

Silicate platelet

O2

n
θ

Figure 21.10 Orientation of a silicate layer with respect to oxy-
gen flow. Russo et al. [59]. Reproduced with permission of American
Chemical Society.

thickness and overall length are used (Fig. 21.11b), while an
end-to-end vector is considered for the length of curved tac-
toids (Fig. 21.11c).

21.7 POLYAMIDE NANOCOMPOSITES

Russo et al. [59] prepared polyamide nanocomposites contain-
ing C30B by using nylon-6 and two copolyamides of nylon-6
of low and high molecular weights (denoted LADS and
HADS, respectively). Percentage increments of O2 barrier
properties in nylon-6, LADS, and HADS are reported in
Figure 21.12. All the three matrices exhibited improvements
of O2 barrier properties with increasing silicate content.

The highest improvement in the barrier properties obtained
for the copolyamide HADS was attributed to the better
dispersion of the organoclay particles within this matrix.
Figure 21.13 shows TEM micrographs of HADS and nylon-6
nanocomposites containing 6 wt% C30B [59].

Figure 21.14 reports the effect of Nanomer® I.24TL load-
ing on the oxygen transmission rate of polyamide 6. Around
80% improvement in oxygen barrier properties is obtained for
nanocomposites containing 8 wt% organoclay [60].

Meng et al. [61] prepared polyamide 12 nanocomposites
containing 5 wt% organoclay, modified with octadecylammo-
nium chloride, using an internal mixer. 6, 31, and 32%
reductions in hydrogen permeation were reported for the nano-
composites melt blended for 5, 20, and 40 min. It suggests that
the dispersion of the organoclay improved with mixing time.

Swain et al. [62] prepared polyamide 6 nanocomposites
containing C30B, C15A, and Cloisite® 93A (C93A) using
a single-screw extruder. Based on XRD and TEM results, it
was concluded that C30B was exfoliated within the matrix,
while C15A and C93A were only intercalated. Figure 21.15
reports the oxygen permeability of the neat polyamide 6 and
polyamide 6 nanocomposites containing 2.5, 5, and 10 wt%
C30B. It is obvious that gas molecules have to pass through a
more tortuous path when more silicate layers are incorporated
in the matrix.

21.8 POLYOLEFIN NANOCOMPOSITES

PP nanocomposite films containing 3, 5, and 7 wt% C15A and
10 wt% ethylene vinyl acetate copolymer (EVA), as a compat-
ibilizer, were prepared by melt mixing [63]. XRD and TEM
results indicated an intercalated morphology. By increasing
clay loading, the Young modulus and tensile strength increased
continuously while the strain at break reduced. For example,
78 and 25% improvements in the Young modulus and ten-
sile strength were obtained for the nanocomposites containing
7 wt% C15, respectively, while the strain at break reduced
around 28%. Figure 21.16 presents the relative oxygen per-
meability of PP/EVA nanocomposites as a function of C15A
concentration. A significant improvement in oxygen barrier
properties was obtained even at low clay concentration.
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Figure 21.11 Measurement of the aspect ratio of silicate layers by image analysis. Ghasemi et al. [39]. Reproduced with permission of John
Wiley and Sons.
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Figure 21.12 O2 barrier increases for three nylon-based systems
analyzed at different silicate contents. Russo et al. [59]. Reproduced
with permission of American Chemical Society.

LDPE nanocomposite films were prepared by melt mixing,
using a twin-screw extruder attached to a blown-film set,
and polyethylene-grafted maleic anhydride (PEMA) was
used as compatibilizer [64]. Di (hydrogenated tallow alkyl)
dimethyl ammonium chloride was used as surfactant for clay
modification and the ratio of PEMA to organoclay was kept
constant for all nanocomposites at 3:1. Both tensile modulus
and tensile strength of the nanocomposite blown-film organ-
oclay increased in comparison to LDPE films. Figure 21.17

shows oxygen permeability results of LDPE and LDPE
nanocomposites. Increasing the clay loading up to 7 wt%
gradually decreases the oxygen permeability by 24% [64].

21.9 PET NANOCOMPOSITES

Ghasemi et al. [39] prepared PET nanocomposite films con-
taining 3 wt% Cloisite® 30B (C30B) by cast extrusion using
a twin-screw extruder. A partially exfoliated/intercalated
morphology was reported for the nanocomposite films. In
comparison to neat PET films, the oxygen barrier properties
and Young modulus of the nanocomposite films exhibited
23% and 20% improvement, respectively. However, the
presence of the silicate nanolayers increased the brittleness
of the samples and resulted in more hazy films. In another
study, they investigated the effect of processing conditions on
the properties of PET nanocomposite films containing C30B
[65]. Compared with the neat PET, a 27% reduction in oxygen
permeability and a 30% improvement of the tensile modulus
was reported for the nanocomposites containing 3 wt% C30B,
processed in a severe screw profile in terms of mixing and
high screw rotational speed, 250 rpm [65]. In another study,
PET nanocomposites containing Cloisite® 15A (C15A) were
prepared using a twin-screw extruder. A 16% reduction in
oxygen permeability was reported for the nanocomposites
containing 3 wt% C15A [66].

Biaxial stretching was reported to improve exfoliation
of silicate layers within a PET matrix [67, 68]. Rajeev
et al. [67] employed a twin-screw extruder to produce PET
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Figure 21.13 TEM images of (a) HADS and (b) nylon-6 matrices containing 6 wt% C30B. Russo et al. [59]. Reproduced with permission
of American Chemical Society.
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Figure 21.18 TEM images of PET-based nanocomposites containing 2 wt% Somasif® MAE (a) before and (b) after stretching. Rajeev et al.
[67]. Reproduced with permission of Elsevier.

nanocomposites containing Somasif® MAE, which is an
alkylammonium-modified synthetic clay. Platelets in tactoids
slipped past each other due to biaxial stretching. As a result,
the tactoid length and the frequency of single-layer and
double-layer particles were increased. Figure 21.18 exhibits
the effect of equi-biaxial stretching, with a stretch ratio equal
to 3 in both directions, on the morphology of nanocomposites
containing 2 wt% Somasif® MAE. A 22% reduction in
oxygen permeability was reported for the nanocomposites, in
comparison to the neat PET [67].

The Young modulus of samples with various clay loadings
and stretch ratios is shown in Figure 21.19. Improvements of
10, 20, and 30% in the Young modulus were reported for the
unstretched samples containing 1, 2, and 5 wt% Somasif®

MAE. By stretching the samples, better mechanical properties
were obtained, which was attributed to reduced agglomeration
and a better tactoid alignment [68].

Efforts have also been devoted to improve the compatibility
between organoclays and polyesters. For examples, pentaery-
thrytol and maleic anhydride were employed to improve the
compatibility between silicate nanolayers and PET chains;
however, an exfoliated morphology was not achieved [69].
Chisholm et al. [70] investigated the effect of sodium sulfonate
functionalization of poly(butylene terephthalate) (PBT) on
the properties of PBT nanocomposites containing 5 wt%
Na-MMT, and an alkylammonium-modified montmorillonite.
TEM images of PBT and PBT-ionomer samples containing the
organoclay and pristine Na-MMT are shown in Figure 21.20.
PBT and PBT-ionomer composites containing Na-MMT
exhibited almost the same morphology, while the pres-
ence of sulfonated groups in the PBT-ionomer/organoclay
nanocomposite led to a significant change in the mor-
phology as compared to the reference PBT/organoclay
nanocomposite. The higher exfoliation level obtained for the
PBT-ionomer/organoclay nanocomposite was attributed to
favorable interactions between the positively charged edges
of montmorillonite and the negatively charged ionomer.

7000

6000

5000

4000

3000

2000

1000

0

Unstretched Stretch

ratio

2

Stretch

ratio

3

Stretch

ratio

2.5

M
o

d
u

lu
s
 (

M
P

a
)

PET

PET + 1%MAE

PET + 2%MAE

PET + 5%MAE

Figure 21.19 Effect of biaxial stretch ratio and clay (Somasif®

MAE) concentration on the tensile modulus of PET and PET-based
nanocomposites. Soon et al. [68]. Reproduced with permission of
John Wiley and Sons.

Various blends of PET and a more polar polymer such as a
PET-ionomer [71, 72] and polyamide 6 [73] were prepared to
investigate the clay dispersion in the PET matrix. In all cases,
immiscible blends were obtained. Figure 21.21 illustrates the
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Figure 21.20 (a) TEM images of PBT/Na-MMT, (b) PBT-ionomer/Na-MMT, (c) PBT/organoclay, and (d) PBT-ionomer/organoclay.
Chisholm et al. [70]. Reproduced with permission of American Chemical Society.

phase-separated morphologies (i.e., co-continuous and droplet
matrix structures) for PET/PET-ionomer blends containing
50, 30, and 20 wt% PET-ionomer. The difference between
the polarity of PET and that of the dispersed phases results
in the preferential localization of the clay particles within
the PET-ionomer or polyamide 6 domains, due to the higher
affinity of the silicate layers for the more polar phase. As
shown in Figure 21.22, the nanoclay is preferentially localized
into the polyamide 6 and the PET-ionomer domains. The lack
of a good distribution and the absence of clay particles outside
of the more polar domains prevent remarkable enhancements
of the barrier properties.

Ghanbari et al. [74] employed a multifunctional
epoxy-based chain extender, Joncryl® ADR-4368F (Jon-
cryl), to control the effect of thermal degradation of
PET/organoclay nanocomposites and improve clay exfo-
liation using a master-batch approach. Based on Fourier
transform infrared (FTIR0 spectroscopy and rheological
results, the epoxy groups of Joncryl were shown to link the
functional terminal groups of degraded PET chains and to
rebuild the molecular weight and viscoelastic properties. XRD

patterns of C30B and Nanomer® I.28E (N28E) and their
corresponding nanocomposites containing 4 wt% organoclays
with and without Joncryl (1 wt%) are shown in Figure 21.23.
The interlayer spacing of both organoclays increased due to
the intercalation of PET chains. The introduction of Joncryl
in nanocomposites containing C30B and N28E also reduced
the intensity of the XRD peaks significantly. The reduction in
the peak intensity in clay-containing polymers is associated
with a higher level of exfoliation, as no peak is expected for
exfoliated structures, and consequently smaller domains of
periodicity (smaller tactoids or single layers).

Figure 21.24 illustrates the effect of Joncryl on the mor-
phology of PET nanocomposites containing N28E. For the
nanocomposites containing the chain extender, we observe at
low magnification a higher clay distribution density (number
of particles per unit area) for the nanocomposite prepared
with 1 wt% Joncryl (Fig. 21.24c compared to a), while at high
magnification a significant reduction in tactoid sizes for the
Joncryl-based nanocomposite is seen (Fig. 21.24d compared
to b). The higher level of exfoliation in the nanocomposites
containing Joncryl may be explained by the larger viscosity
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Figure 21.21 SEM micrographs of PET/PET-ionomer blends initially containing (a, b) 50 wt% PET-ionomer at different magnifications, (c)
30 wt% PET-ionomer, and (d) 20 wt% PET-ionomer. All micrographs were taken after extraction of the PET-ionomer phase. Ghanbari et al.
[71]. Reproduced with permission of John Wiley and Sons.
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Figure 21.22 TEM images of PET nanocomposites containing (a) 20 wt% polyamide 6, Goitisolo et al. [73]. Reproduced with permission
of Elsevier. and (b) 20 wt% PET-ionomer, Ghanbari et al. [71]. Reproduced with permission of John Wiley and Sons.
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Figure 21.24 TEM images of (a, b) PET/4 N28E and (c, d) PET/4 N28E/1 Joncryl at various magnifications. Ghanbari et al. [74]. Reproduced
with permission of Elsevier.
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Figure 21.25 (a) Tensile modulus and (b) toughness data of the neat PET and PET-based nanocomposites with and without Joncryl. Ghanbari
et al. [74]. Reproduced with permission of Elsevier.

of the matrix, which generates larger shear stresses that break
down large clay tactoids into smaller ones.

Crystal content of the produced films also increased in the
presence of the organoclays and higher degree of crystallinity
was obtained for the samples containing the chain extender
[74]. Mechanical properties in the machine direction of the
neat PET and PET-based nanocomposites, with and without

Joncryl, are reported in Figure 21.25. Clay-containing films
were more brittle and exhibited larger tensile modulus. The
larger Young modulus for the nanocomposites containing
Joncryl might be attributed to larger molecular weight and
increased crystallinity of the matrix, as well as a better disper-
sion of the silicate nanolayers in the matrix, as confirmed by
XRD and TEM results [74].
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Figure 21.26 Oxygen permeability of the neat PET and PET-based
nanocomposites with and without Joncryl. Ghanbari et al. [74].
Reproduced with permission of Elsevier.

The oxygen permeability of the neat PET and PET-based
nanocomposite films, with and without Joncryl, is reported
in Figure 21.26. The presence of impermeable silicate layers
and larger crystallinity resulted in higher gas barrier properties
for the nanocomposite films. The oxygen permeability of the
nanocomposite films containing 4 wt% C30B and 1 wt% Jon-
cryl decreased by 46% in comparison to the neat PET films.
Better barrier properties of the nanocomposite films containing
the chain extender were attributed to the better clay dispersion
and higher crystallinity [74].

XRD, SEM, and TEM are widely used for morphological
characterization of nanocomposites. Rheology has also been
used extensively in complement to these techniques in several
studies as it is very sensitive to the morphology of nanocom-
posites [23, 75–80]. The summary of the most significant
results from these studies is the transition from liquid-like to
solid-like viscoelastic behavior for nanocomposites, even at
low-volume fractions of silicate layers, as well as a strong
shear-thinning behavior. The solid-like behavior has been
attributed to the formation of a percolated network of clay
particles that occurs at relatively low clay loading, due to the
anisotropy of the particles, which prevents their free rotation
and the dissipation of stress.

By employing rheometry, detailed information about
molecular-level changes in the structure (e.g., oxidation,
degradation, cross-linking, etc.) can be obtained. In addi-
tion, the interactions between the nanoparticles and the
matrix can also be detected and quantified. Another advan-
tage of rheological methods is that they probe the bulk of
nanocomposite materials on a significant volume of sample
tested, which increases the reliability of the data. Finally,
measurements are performed in the molten state, which can

provide valuable information about the processability of the
nanocomposites [1, 23, 80].

Ghanbari et al. [23] prepared PET nanocomposites con-
taining C30B, C15A, Cloisite® 25A (C25A), N28E, and
Somasif® ME100 (SM100) by melt compounding using a
twin-screw extruder. The effects of the screw geometry, clay
concentration, and surfactant chemistry of the organoclays
on the morphology and rheology of the PET nanocomposites
were investigated using XRD, SEM, TEM, and rheometry.
The Maron–Pierce equation was used to determine the appar-
ent viscosity of the degraded matrix in the nanocomposites.
To estimate an apparent matrix molecular weight in order
to quantify the degradation induced by the presence of the
organoclay, the matrix apparent viscosity, 𝜂∗

M(100rad∕s), was
evaluated at 100 rad/s where the contribution of the matrix
should be dominant. The apparent molecular weight of the
PET matrix was found to decrease from 65 kg/mol for the
neat PET to around 30 kg/mol for a PET nanocomposite
containing 8 wt% C30B. The reduced complex viscosity
and reduced storage modulus of the neat PET and the
nanocomposites containing 2–8 wt% C30B as functions
of angular frequency are presented in Figure 21.27. The
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clay loading and frequency. Ghanbari et al. [23, figure 7]. Reproduced
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reduced viscosity increased with clay content and exhibits
a very strong solid-like behavior at high clay loadings, with
a slope on the log–log plot approaching −1. The reduced
storage modulus also increased with clay concentration and
exhibited a low frequency plateau at high clay loadings. This
pseudo-solid-like behavior was attributed to the formation of
a space-filling interconnected network of clay particles. This
percolated three-dimensional network acts as a weak solid
and causes significant enhancement of the storage modulus,
as well as the emergence of a low frequency plateau.

Larger apparent yield stress is correlated to stronger
particle–particle and/or polymer–particle interactions. For the
nanocomposites containing 4, 6, and 8 wt% C30B apparent
yield stress was reported to be 25.7, 91.8, and 166 Pa, respec-
tively. This value is 41.8 Pa for the nanocomposites containing
6 wt% N28E, indicating a better dispersion of C30B particles
compared to N28E in the PET matrix. XRD, SEM, and
TEM observations as well as image analysis confirmed the
rheological results. By calculating the solubility parameter
based on the Fedors group contribution method, the authors
showed that C30B is more miscible with PET, as the solubility
parameter of PET is closer to that of C30B organic modifier
compared to N28E organic modifier [23].

21.10 POLYLACTIDE NANOCOMPOSITES

Najafi et al. [81] prepared PLA nanocomposites containing
1 wt% Joncryl and 2 wt% C30B via various compounding
strategies using a twin-screw extruder. In the first strategy
(S1), PLA, Joncryl, and C30B were extruded simultaneously.
In the second strategy (S2), the nanocomposites were pre-
pared using a master-batch approach. First, PLA and 4 wt%
C30B were extruded to prepare a master batch. Then, the
master batch was diluted in the second extrusion pass by
adding Joncryl and additional PLA. In the third strategy (S3),

PLA and Joncryl were blended in the first extrusion pass,
while clay was added to the blend in the second extrusion
pass. Morphological characterization revealed that a better
dispersion of clay particles was obtained for the nanocom-
posites prepared by the second strategy (S2) (a master batch
of PLA/C30B). The viscoelastic properties of PLA and the
nanocomposites prepared by different compounding strategies
are presented in Figure 21.28.

The complex viscosity and storage modulus of the PLA
show a very impressive enhancement in the presence of
the chain extender. However, due to the degradation of the
matrix in the presence of the organoclay, the effect of Joncryl
on the viscoelastic properties of the nanocomposites is not
as spectacular. Among all the nanocomposites, the highest
values of the viscoelastic properties at low frequencies were
obtained for the Joncryl-based nanocomposite prepared
by the second compounding strategy (S2), which indicates
better clay dispersion. Figure 21.29 presents the oxygen gas
permeability for PLA and PLA-based nanocomposites with
and without Joncryl. All nanocomposites show higher barrier
properties in comparison to the neat PLA. The lowest oxygen
permeability was obtained for the nanocomposite produced
by the second strategy due to further delamination and better
distribution of clay particles [81].

Figure 21.30 reports the effects of C30B and Joncryl load-
ings on the Young modulus and maximum tensile strength of
PLA/Joncryl nanocomposite films [82].

The Young modulus of the neat PLA increases from 3.0
to over 3.8 GPa by incorporating 6 wt% C30B and 0.3 wt%
Joncryl. The effect of clay on tensile strength is less pro-
nounced compared to the Young modulus. The presence of
clay agglomerates and severe thermal degradation of the PLA
matrix in the presence of the organoclay during melt mixing
were mentioned as possible reasons for the tensile strength
reduction of the sample containing 6 wt% C30B. Due to
recovery of molecular weight, the tensile strength increases
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Figure 21.28 (a) Complex viscosity and (b) storage modulus of PLA and PLA-based nanocomposites prepared via various compounding
strategies as functions of angular frequency. Najafi et al. [81]. Reproduced with permission of Elsevier.
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monotonically with the chain extender concentration. The
effects of clay and Joncryl on the oxygen barrier properties of
PLA are reported in Figure 21.31. The oxygen permeability
decreases from 22.9 to 11.2𝜇L/[m day atm] by incorporating
6 wt% C30B. The permeability was increased by introduction
of Joncryl in the PLA nanocomposites containing 6 wt%
C30B, which was attributed to the long-chain branched and
local cross-linked structures of PLA matrix induced by the
chain extender [82].

Yourdkhani et al. [83] prepared PLA nanocomposites
containing 2 and 4 wt% N28E and Nanomer® I.34TCN
(I.34TCN) using a twin-screw extruder. Oxygen permeability
results for the neat PLA and PLA nanocomposites are shown
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in Figure 21.32. A larger reduction in oxygen permeation was
obtained for the nanocomposites containing I.34TCN, which
was attributed to the better dispersion of the clay particles
within the matrix.

21.11 CONCLUSIONS AND PERSPECTIVES

Polymer-layered silicate nanocomposites are prepared at
very low filler content (≤5 wt%), which results in far lighter
products in comparison to conventional composites. Besides,
the ease of preparation through simple processing such as
melt extrusion and injection molding with low production
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costs makes nanocomposites good candidates for a wide
range of applications, from automotive to food packaging.
In most cases, it is essential to modify pristine silicate layers
with surfactants to make them compatible with hydrophobic
polymers, and hence increasing the initial gallery spacing of
the silicate layers to facilitate polymer chain intercalation.
The final morphology (i.e., the state of clay dispersion and
distribution within the polymeric matrix) depends on many
factors such as the type of polymer, layered silicate and
organic modifier, the preparation technique, and processing
conditions. In general, improvements in various properties
are reported for PCNs, particularly those with exfoliated
structures. For example, it has been observed by many
authors that impermeable nanoplatelets improve the barrier
properties of polymers due to lengthening of the diffusion
path of the permeating gas molecules. In terms of mechanical
properties, although the Young modulus is increased by the
incorporation of silicate layers, contradictory results are
reported concerning their strength, elongation at break, and
toughness. Besides, improvements in some properties may be
obtained at the expense of optical properties (e.g., haze and
clarity), especially if thermal degradation takes place.

One of the major problems encountered in preparing PET
and PLA organoclay nanocomposites is the severe degradation
of the polymer matrix in the presence of the organoclay. Con-
siderable success has been recently obtained by using chain
extenders and, hence, recovering the molecular weight of the
matrix and improving the properties of the nanocomposites.
Nevertheless, more efforts should be devoted to the search
for the most appropriate chain extender depending on the
application.

As the developments of the nanocomposite technology area
are still in their infancy, the performances are not yet meeting
the expectations and significant improvements need to be
achieved. Therefore, significant research efforts should be
devoted to better understand the chemistry of filler modifica-
tion, the thermodynamics of filler dispersion, and the complex
structure–property relationships involved in the preparation
of various nanocomposites. Further studies should be devoted
to the preparation of more stable, but compatible organoclays.
Synthetic clays of higher aspect ratios compared to natural
clays, if properly compatibilized with hydrophobic polymers,
are good candidates to create longer tortuous pathways and,
consequently, could yield better barrier properties.
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22.1 INTRODUCTION

Polymer blending is an economical strategy to design new
materials from existing polymers as old as the polymer
industry itself. After the great progress recorded in monomer
synthesis and new polymer or copolymer design, the inno-
vation was slowed down by the cost criteria. Designing new
random, block, or graft copolymers is more expensive than
developing novel polymer mixtures. Indeed, driven by tough
competition, the development of new materials via blending
of existing homopolymers and copolymers was initiated
during the 1970s. The major advantages of blending can be
summarized as follows:

• Opportunity to develop new properties or improve the
existing ones to meet specific customer needs,

• Significant material cost reduction without substantial
loss in properties,

• Improvement of the processability of some interesting
polymers that are difficult to shape as neat,

• Ability of recycling two, three, or more polymers of dif-
ferent nature.

Among the crucial sides of blends development, one finds
intensive research activity focusing mainly on the phase

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.

morphology generated during blending. A huge volume of
literature, which we have avoided listing in this section, deals
exclusively with the topic. This is a clear indication that
rules are hard to standardize because many processing and
formulation parameters are involved in blending.

Note that the development of phase morphology in polymer
blends continues to be an important up-to-date research topic
in many laboratories in universities or industries. The under-
lying challenge is to reduce the material development cost by
keeping acceptable performances. Sometimes new approaches
are explored to reach that objective.

Research developed for industry is quite different from that
carried out for academic purposes of understanding the rela-
tionship between various parameters in blending. For example,
as long as compatibilization of uncompatible polymer blends
is concerned, the industry prefers the generation of the copoly-
mer in a one-shot process during the blending of all the com-
pounds using continuous machines as twin screw extruders
(TSEs). The motivation is an active search for a substantial
cost reduction. In contrast, academic laboratories adopt more
controlled processing stages, where researchers worry about
the molecular structure of the compatibilizer to be used. Thus,
pre-forming copolymers and then adding them as “physical
entities” to the blend partners is the method frequently used
to develop and investigate polymer blends.
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In this chapter, we choose to highlight the reports where
attempts are made to identify acceptable rules on the effect of
processing parameters on the phase morphology obtained. The
effects of the composition of the blend, the processing shear
rate, the processing mixing time, and the surface segregation
on the generated phase morphology are discussed. In addition,
the chemistry involved in the blending operation in terms of
compatibilizer formation, catalysis, polymers bearing reactive
groups, functionalized polymers, addition of reactive species
to the blends are all discussed in relation to the morphology
developed.

The literature reports on the case of blends composed of
three components is also summarized and commented on. The
stability of the phase morphology, which is critical for indus-
trial application, is sufficiently debated. Furthermore, recent
development on the new strategy of compatibilization using
organoclays as interfacial agents is reviewed and the reported
results highlighted.

22.2 PHASE MORPHOLOGY DEVELOPMENT IN
POLYMER BLENDS

Because of thermodynamic criteria, the majority of existing
homopolymers form immiscible mixtures constituted of two or
more phases. Some couples form complex mixtures exhibiting
partial and conditional miscibility. They display lower critical
solution temperature (LCST) or upper critical solution tem-
perature (UCST). Indeed, depending on temperature and com-
position (i.e., position in the phase diagram), the blend can be
miscible or immiscible. In monophase blends, the final macro-
scopic properties are most often intermediate between those
of the corresponding parent homopolymers. In contrast, addi-
tive properties of immiscible blends can only be obtained if
a good level of interfacial adhesion, and appropriate particle
size, shape, and distribution of the dispersed phase are reached
via adequate compatibilization routes.

For a judicious control of the macroscopic properties of
polymer blends, phase morphology constitutes a key param-
eter for many specific applications. The blending process of
immiscible polymers in the melt state results in a heteroge-
neous morphology that is characterized by the shape, the size,
and the distribution of the component phases. Depending on
the composition, the homopolymer characteristics and the
processing conditions used to mix them, two main types of
morphologies are obtained, a dispersed type (a particle can
be of any shape: rod, platelet, flacks, disc, sphere, etc.) or a
co-continuous one.

22.2.1 Droplet-in-Matrix (Dispersed) Phase Morphology

A droplet-in-matrix phase morphology developed in immisci-
ble polymer blends depends on the viscoelastic properties and
composition of the two components of the blend in the melt
state. The rheological formalism used for the non-Newtonian
phases as polymer melts follows, with adjustment of the

viscous properties, the analysis of the mechanisms of a
Newtonian drop in a Newtonian liquid [1].

For readers who desire to have more details on the funda-
mentals of the process and the mechanism of dispersed phase
establishments, we believe that the extensive works of Tay-
lor [2, 3], Tomotika [4], Rayleigh [5], Van Oene [6], Elmon-
dorp [7], Elemans [8], and Grace [9] on this subject provide a
more complete investigation.

22.2.2 Co-continuous Phase Morphology

Contrary to the droplet-in-matrix, the mechanism and the
control of the co-continuous phase morphology, where the
two phases are continuous and interconnected throughout the
whole volume of the blend, is still not well elucidated. The
complexity arises mainly from the ambiguous effect of the
viscoelastic characteristics of the components, their compo-
sition in the blends, and the magnitude of their interfacial
tension. Several empirical expressions have been proposed so
far to predict either the phase inversion or the conditions for
which co-continuous morphology is generated.

In reference [10] are summarized the most important empir-
ical models reported in literature to predict the phase inversion;
that is, the critical composition at which the phases A and B of
a binary blend could become co-continuous in A/B uncom-
patible blend. Sometimes phase inversion covers a window
of compositions (with onset and offset limits) rather than a
transient point. When a compatibilizer is added or formed in
situ by suitable chemical reaction, the situation becomes much
more complex and hardly obeying any model as the copoly-
mer changes the interfacial tension and affects the viscoelastic
behavior of the blend.

Note that co-continuous phase morphology can also
be generated from systems exhibiting temperature- and
composition-dependent miscibility and UCST and LCST
phase diagrams. In the former, when rapidly decreasing the
temperature from above the binodal (homogeneous region)
through the metastable into the spinodal region, an initially
homogeneous blend evolves through spinodal decomposition
to a co-continuous and finely interlocked two-phase state.
The system must be frozen in before reaching the last stages
of the phase separation, where coalescence may alter the
co-continuous character of the morphology. The same result
is expected in the LCST diagram when the temperature
is rapidly increased from below the binodal through the
metastable into the spinodal region.

The rate of thermal treatment is thus a crucial parameter
in controlling the morphology. A slow variation of tempera-
ture through the metastable region (enclosed by the binodal
and the spinodal) favors a nucleation and growth process of
phase separation. This mechanism results in dispersed-type
morphology.

The kinetics of phase separation through spinodal decom-
position is well documented. The most important ones are
summarized elsewhere [11]. Indeed, in the limit of metasta-
bility of a homogeneous system, infinitesimal composition
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fluctuations start to grow and initiate a diffusion process that
controls the phase separation.

In addition to the determination of the co-continuity dia-
gram, that is, the determination of the composition window
at which the blend exhibits phase co-continuity, the structural
stability of the generated morphology upon post-annealing a
formed blend at high temperatures under quiescent conditions
or under shear during melting has been an important research
topic during the past decade.

22.2.3 Phase Morphology in Ternary Blends

We decided to rank apart the phase morphology in ternary
immiscible blends because it can be droplet-in-matrix,
co-continuous, or a mixture of both and, in many situations,
an encapsulated droplet-in-matrix structure.

The phase morphology of immiscible ternary polymer
blends was the object of a review of Shokohooi et al. [12].
According to the generalized Harkins equation, in a ternary
A/B/C blend, the spreading coefficient, 𝜆CB, is defined as
the parameter showing the tendency of component C to
encapsulate component B in a matrix of component A and
is related to the interfacial tension of the components in the
following manner:

𝜆CB = 𝛾BA − 𝛾CA − 𝛾BC (22.1)

where 𝛾 represents the interfacial tension for various polymer
pairs and subindexes A, B, and C refer to each component.

In this ternary system, the tendency of B to encapsulate C
can be considered by writing the spreading coefficient 𝜆BC =
𝛾CA − 𝛾BA − 𝛾BC. If 𝜆CB is positive and 𝜆BC is negative, the
encapsulation of B with a C layer prevails (Fig. 22.1a). On the
other hand, if 𝜆BC is positive and 𝜆CB is negative, the encap-
sulation of C with a B layer takes place (Fig. 22.1b). If both
are negative, they will be separately dispersed as droplets in
matrix A (Fig. 22.1c).

For a full understanding of the general behavior of the
ternary system, the interfacial tension between matrix A and
the C and the B phases should be considered, too. In particular,
if the two interfacial tensions are similar, the morphology
of Figure 22.1c can be predicted. If the interfacial tension

between A and C is lower than the interfacial tension between
A and B but the 𝜆CB and 𝜆BC are both negative, a stacked
morphology, where the C droplet is adherent to the B droplet,
is generated.

Recently, Rastin et al. [13] published a very interesting
study on the reliability of the existing theoretical models
predicting the phase morphology in ternary polymer blends
by melt compounding a model blend comprising HDPE,
PA6, and EVOH components. The spreading coefficient
(SC), the relative interfacial energy (RIE), and the dynamic
interfacial energy (DIE) conceptual models were employed
to anticipate the type of phase morphology developed in
the assigned ternary systems. Due to some assumptions
involved, the original DIE model was unable to predict the
type of morphology when HDPE is the matrix. The authors
extended the DIE model by revising the dynamic interfacial
tension concept. Also, a dimensionless parameter was simply
defined to estimate the core–shell size in terms of viscosity
and elasticity ratios over the whole composition range in the
composite droplet. A more precise monitoring of particle
size alteration, following the qualitative analysis of scanning
electron microscopy (SEM) micrographs after treatment with
suitable solvents, provided a clear insight into the development
of microstructure in HDPE/PA6/EVOH ternary blends.

Either SC or RIE models were successful in anticipating
transition from encapsulated to individually dispersed struc-
tures. It was also postulated that the ratio of average viscosity
or elasticity of the core–shell particle to that of the matrix
simply correlates with the size of the composite droplets.
For ratios greater than unity, a direct relationship between
mentioned parameters exists, whereas an inverse trend was
observed when elasticity or viscosity ratio takes values less
than unity.

A ternary polymer blend consisting of high-density
polyethylene (HDPE), polystyrene (PS), and poly(methyl
methacrylate) (PMMA) was selected as a model system,
demonstrating complete wetting and four subcategories of
morphologies were identified including: (i) matrix/core/shell
dispersed phase; (ii) tri-continuous; (iii) matrix/two separate
dispersed phases, and (iv) bi-continuous/dispersed phase
morphologies [14]. Combination of electron microscopy,
selective solvent extraction, and a technique based on focused

C C C
B

B B

A

(a)

λCB> 0 and λBC< 0 λCB< 0 and λBC< 0λCB< 0 and λBC> 0

A A

(b) (c)

Figure 22.1 Some of the most common morphologies observed in ternary blends having A as matrix. (a) 𝜆CB > 0 and 𝜆BC < 0; (b) 𝜆CB < 0
and 𝜆BC > 0; (c) 𝜆CB < 0 and 𝜆BC < 0.
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ion beam irradiation and atomic force microscopy were
used to identify and quantify the various phases. Interesting
triangular compositional diagrams were used to distinguish
the various morphological regions (Fig. 22.2).

According to the authors, all ternary blends with complete
wetting would result in similar morphological diagrams. The
type of phase morphology was dependent on the composition
of the phases and the spreading coefficients between pairs of
them. The selected viscosities of the phases used do not affect
the developed phase morphologies. HDPE/PS/PMMA of a
fixed composition but varying PMMA viscosities (H-PMMA
grade was 200 times more viscous than L-PMMA) led to
the same morphological structures, where the PS always
separates the HDPE and the PMMA phases (HDPE and PS
form a co-continuous structure and PMMA droplets were
dispersed preferentially in the PS phase (Fig. 22.3).

The recent studies of Ravati and Favis [15, 16] on ternary
blends of biodegradable polymers showed that selecting
a ternary blend from the four biodegradable polyesters
(polybutylene terephthalate: PBT, polycaprolactone: PCL,
polybutylene adipate-co-terephthalate: PBAT, and polylactide:
PLA), lead to three very different and stable morphological
wetting situations: partial wetting in PLA/(polybutylene
succinate: PBS)/PCL blends in which the droplets of the
minor phase (PLA or PBS) are located along the PCL/PBS
or PCL/PLA interface; complete wetting in PBS/PLA/
PBAT blends in which a tri-continuous phase morphology
was observed; and combined partial-complete wetting in PBS/
PBAT/PCL blends in which PBS(or PBAT) is located both
at the interface as droplets and in the PBAT (or PBS) phase.
This plurality of structures is possible because the interfacial
tensions between the phases are very low and the spreading
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Figure 22.2 (a) Triangular concentration diagram showing the composition of the various ternary HDPE/PS/PMMA blends examined in this
study, (b) various morphological states for ternary HDPE/PS/PMMA, and (c) triangular concentration diagram showing the various regions of
the morphological states for ternary HDPE/PS/PMMA. Ravati and Favis [14]. Reproduced with permission of Elsevier.
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Figure 22.2 (continued)

coefficients are close to zero. Simply replacing one component
with another can change the sign of the spreading coefficient
and results in different wetting behavior. The observed phase
morphologies were in agreement with Harkin’s theory.

Wilkinson et al. [17] studied the development of phase
morphology using a model of ternary blend comprising
70 wt% of polypropylene (PP) and 30 wt% of a dispersed
phase containing a mixture of 15 wt% of polyamide 6 and
15 wt% of varying ratios (unR:R) of unreactive poly[styrene-
b-(ethylene-co-butylene)-b-styrene] (SEBS) triblock copoly-
mer and a reactive maleic anhydride-grafted SEBS-g-MA. In
the absence of reactive SEBS-g-MA, that is, unR:R= 100:0,
the phase morphology consists of individual and separated

SEBS and PA6 droplets dispersed in PP matrix. However,
when progressively replacing parts of SEBS with reactive
SEBS-g-MA, it was possible to produce acorn-type compos-
ite droplets (unR:R= 75:25), then individual encapsulated
core–shell structures (unR:R= 50:50) and finally to large
agglomerates of core–shell structures at unR:R= (25:75 and
0:100), that is, in the presence of only reactive SEBS-g-MA
copolymer. The formation in situ of SEBS-g-PA6 resulting
from the reaction of PA6 and SEBS-g-MA was responsible
for the reduction in the interfacial tension between SEBS and
PA6 phases, leading to variation in the spreading coefficient
which results in various extent of wetting of PA6 by the
SEBS phase.
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(a) (b)

(c)

0050      12kv      ×3,000     10 μm       WD28 0155      12kv      ×1,000     10 μm       WD29

0479   12kv   ×500   10 μm   WD31 ×500  10 μm

×1,000 10 μm (e)(d)

Figure 22.3 SEM micrograph of morphology of (a) 35/40/25 HDPE/PS/L-PMMA after extraction of L-PMMA by acetic acid, (b) 35/40/25
HDPE/PS/L-PMMA after extraction of PS by cyclohexane, (c) 35/40/25 HDPE/PS/H-PMMA (cryofracture), (d) 35/40/25 HDPE/PS/H-PMMA
after extraction of PMMA by acetic acid, and (e) 35/40/25 HDPE/PS/H-PMMA after extraction of PS by cyclohexane. Ravati and Favis [14].
Reproduced with permission of Elsevier.

22.3 MELT PROCESSING OF POLYMER BLENDS

22.3.1 Morphology Buildup during Processing

Scientists and engineers dealing with blend processing and
compounding were always curious about how an immiscible
blend is formed inside mixing machines as extruders and
when the phase morphology reaches the equilibrium state
(even a dynamic one), although not stable. Of course, this
question is legitimus and scientifically interesting as it can
help solve or situate judiciously the mechanism of the melt
blending of immiscible polymers. Many indirect experiments
were performed to gain insight on the mechanism of phase
morphology formation in binary immiscible blends. The
mixing time effect in a Brabender mixer on PP/PC model
immiscible blend has revealed that the most particle deforma-
tion takes place within 2 min of mixing. After that, the size
reduction was less significant even if the blending operation
was allowed to continue for 20 min. [18]

By compounding PS/PE immiscible model blend in a set
of industrial mixers, Plochocki et al. [19] attributed the disper-
sion mechanism of morphology development to the abrasion
of the softening polymer pellets against the walls of the mixing
tools. But those qualitative observations, although interesting
to depict the initial stages of deformation mechanism, were
insufficient to give a clear picture on the final phase morphol-
ogy development and setup.

For the same objective and logics of investigation, Scott and
Macoskow [20], by using a batch mixer, could follow the evo-
lution of the phase morphology of an A/B blend from the pel-
lets state to the sub-micron scale. Similarly, Sundararaj et al.
explored further the understanding of the morphology devel-
opment [21–23] on various types of mixers, including a TSE.

Binary blend models of PA/PS and PP/PS have been melt pro-
cessed for that objective. Interestingly they showed that:

– The dispersed phase stretches into sheets and then sub-
sequently breaks up further into smaller domains; either
directly or via intermediate formation of filaments.

– Most of the significant morphology setup occurred
within 1/(L/D) of the TSE of the first point of melting
and within the first minute of mixing in a batch mixer.

– For single screw extruder, sheet breakup may occur over
a longer section before droplets appear.

– Once the domains reach the micron size scale, they may
be stretched into filaments and are then broken up into
droplets.

– The sheet stretching takes place at the high-shear zones,
whereas the filaments breakup occurs at low-shear zones
via Rayleigh instabilities.

Many reports, either theoretical or experimental, have been
published in literature accounting for the understanding and
modeling of the phase morphology developments. Sundararaj
has summarized elsewhere [24] the most important ones in a
concise analysis and review chapter.

Bourry and Favis [25] proposed a model of blending exper-
iment where three distinct situations were tested:

– 1: HDPE and PS were fed together from the hopper of a
TSE in the classical procedure of melt-blending pellets
of two dissimilar polymers.

– 2: HDPE was fed from the TSE hopper, but PS was fed
in the melt state using a side single screw extruder (con-
nected midway of the TSE).
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– 3: PS melt is fed further downstream so that its residence
time in the TSE is limited to 25 s.

The study revealed that at the three compositions investi-
gated, that is, 10, 30, and 70% PS, the final blend morphol-
ogy (particle diameter and its distribution) does not depend
on the initial stages of the mixing procedure, but is built up
mainly when both components are in the melt state. Further-
more, when the kinetics are considered, the phase morphology
is developed very fast. For instance, the report showed that a
residence time as short as 25 s in the extruder was sufficient to
form the final blend morphology.

Two interesting investigations were carried out by Canto
et al. [26] and Canto [27] on phase coarsening of dispersed
particles of blends of polybutylene terephthalate (PBT)/
acrylonitrile butadiene styrene terpolymer (ABS): 60/40
and blends of PP containing 20 wt% of ethylene vinyl
acetate (EVA) copolymer, respectively. The co-continuous
phase morphology developed in 60PBT/40ABS blends was
found to coarsen along the extruder compared to (methyl-
methacrylate)-(glycidyl-methacrylate) (MMA-GMA) reac-
tively compatibilized blends, which showed moderate phase
coarsening. The authors reported that through their flow
inside the die at the exit of the extruder where extra shear
exists, the two blends exhibit a refining (less coarse and finely
structured) of the co-continuous phase morphology.

In the PP/EVA blend system, the effect of mixing time (con-
verted as residence time) on phase coarsening has revealed
a substantial linear particle size increase as a function of the
mean residence time. As illustrated in Figure 22.4, the phase
morphology is set up very fast (within a minute) and starts
evolving by a more dominant coalescence process as the resi-
dence time is increased. The particle size is doubled after 2 min
30 s of residence time in the extruder. The pronounced coars-
ening effect is ascribed to a decrease in the viscosity of the
dispersed phase; a low viscosity favors flow of particles, their
subsequent collision, and merging.

Huang et al. [28] described a technique of sampling
along a single screw extruder to spontaneously monitor
the phase morphology developed in the blending process
of a model blend of polyamide dispersed in polypropylene
matrix. By selecting two blend combinations having viscosity
ratios differing by a factor of 10 (0.1 and 10) because of
the different PA6 molecular weight, it was shown that for
the lowest viscosity ratio the phase morphology develops
during the softening stage, whereas, for the other blend it
continues to develop slowly along a larger part of the extruder.
As illustrated in Figures 22.5 and 22.6, corresponding to
low- and high-viscosity ratio, the particles are almost in
their equilibrium morphology at almost halfway of the
extruder for the first blend. In contrast, more time (or screw
space; almost 3/4 of the barrel length) is necessary for the
blend of higher viscosity ratio to reach a similar phase
morphology.
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Figure 22.4 Number-average (dn) and volume-average (dv) diam-
eters of EVA droplets in the PP/EVA 80/20 blends compounded in
a Co-TSE as a function of the mean residence time (t), showing the
coarsening kinetics during compounding in the Co-TSE. Canto [27].
Reproduced with permission of Elsevier.

22.3.2 Effects of Processing Parameters on Phase
Morphology

22.3.2.1 Composition of the Blend The general tendency
in uncompatiblized blends is that the droplet size increases as
the composition increases up to the onset of co-continuity of
the two phases. The driven mechanism accepted is that beyond
the concentration of dilution, and particle–particle coalescence
dominates the particle breakup process.

22.3.2.2 Effect of Shear Rate As one would a priori
expect, the droplet size should decrease as the shear rate is
increased, as high shear implies high deformation. Many
researchers carried out experiments to verify this trend;
but unfortunately they were not fully convincing as only a
moderate size decrease was reported upon, increasing the
shear rate [18, 19, 29]. Ghodgaokar and Sundararaj [30] found
that the drop size exhibits a minimum at an intermediate shear
rate. The observed trend can be due to the simultaneous effect
the shear rate plays on enhancing the coalescence of particles,
leading also to a size coarsening.

Few authors have investigated the role of the mixer type
on phase morphology. We believe that the mixers, although
designed differently, can mainly differ in the various types of
flow or differing levels of shear. That means their effect is the
same as the effect of the flow type and the shear rate they gener-
ate. Indeed, as observed by Sundararaj [24], no big differences,
in terms of phase morphology, were found between an internal
batch mixer [31] and a TSE [32].

22.3.2.3 Effect of Mixing Time As diffusion, flow, and
deformation of polymer melts are kinetic processes, the
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PP/PA6 1# 2# 3# 4# 5#

Figure 22.5 Typical SEM micrographs of PP/PA6-1 blend samples collected from five positions.

PP/PA6 1# 2# 3# 4# 5#

Figure 22.6 Typical SEM micrographs of PP/PA6-2 blend samples collected from four positions.

time of mixing two or more polymers is critical for the
formation of phase morphology. As has been discussed, the
phase morphology is developed during the first minute of
mixing as long as the components of the blend are in the melt
state. Maintaining a melt mixture under continuous shearing

action can have the adverse effect of phase coarsening due
to particle–particle coalescence [33]. As blend components
exhibit high viscosity level and low interfacial tension, the size
of the formed particles is rapidly reduced from millimeter- to
micron-size scale. Once the micro scale, which is the stable
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droplet size, is reached, additional mixing does not bring any
significant evolution to the morphology [34–36].

22.3.2.4 Effect of Surface Segregation on Phase
Morphology In immiscible systems, interesting effects
of segregation induced by the material used for compression
molding of plastic film were reported by Bertoldo et al. [37].
The phase morphology of blends of low-density polyethylene
(PE) with low-molecular-weight copolyamide (CPA) was
investigated in films having 50- 100-μm thickness. Films
were prepared by compression molding between two surfaces
with different polarity, namely, Teflon and Aluminum sheets.
The energy and the interactions at the surfaces produced
nonhomogeneous phase distribution in the thickness direction
(Fig. 22.7). The polar component CPA (the dispersed phase)
enriches near the film side in contact with the aluminum
sheet. An opposite effect is provided by Teflon, which has low
surface energy and low interaction with the polar component
of the blend. The shape, the dimension, and the distribution
of the CPA domains depend on the treatment conditions
including temperature, pressure, time, and the kind of contact
surfaces used during the compression molding. Interestingly, a
spherical shape was observed when two similar surfaces were
used (either Teflon or Aluminum), whereas a lamellar shape
was produced with asymmetric surfaces such as Teflon and
Aluminum; each on either side of the film. The dispersed phase
was mostly concentrated in the middle of the film obtained
between two Teflon sheets, whereas a homogeneous distribu-
tion of the particles was observed in films compression molded
between the two Aluminum sheets. A gradient distribution
along the section was observed when two different surfaces
(Aluminum and Teflon) were used with a higher copolyamide
concentration near the Aluminum side. The elliptical
copolyamide domains produced by asymmetric interactions
evolved with the treatment time to a layered morphology, with
the more polar component concentrated at the Aluminum
surface as indicated by the increasing peeling strength.

22.4 CHEMISTRY INVOLVED IN POLYMER
BLENDS

22.4.1 Effect of the Compatibilizer on Phase
Morphology

The addition of a compatibilizer in a blend obviously changes
its phase morphology development mainly by reducing the

interfacial tension. Fortelny [38] tried to model it considering
the decrease in interfacial tension, its effect on the droplet
breakup and coalescence, and the associated change in
interfacial area.

In the compatibilized system, the interfacial tension can be
expressed as

𝜎 = 𝜎0 − g
Q3

27𝜙3
d

D3 (22.2)

where 𝜎0 is the blend interfacial tension without compatibi-
lizer, g is a function of polymer molecular parameter, and Q is
the total number of copolymer molecules on the interface.

The inverse of breakup time (tb) can be expressed as a func-
tion of the difference between the initial capillary number and
that of the compatibilized blend (Ca−Cac). Then the coales-
cence can be described by the derivative of the droplets number
with respect to time:(dn

dt

)
c
= − 4

𝜋
�̇�𝜙dnPc (22.3)

where Pc is the probability that particle collision is followed
by fusion. Pc can be expressed as

Pc = exp

{
− 9Ca2D2

8h2
c (1 + (3C∕p))

}
(22.4)

where hc is the critical distance at which the collapse of the
matrix film between droplets occurs and C is a function of the
mobility of the interface.

In steady-state condition, the following equation is valid:(dn
dt

)
break−up

+
(dn

dt

)
c
= 0 (22.5)

The substitution of the previous expressions in 3 leads to

f

(
𝜂m�̇�D

𝜎
− Cac

)
= 4
𝜋
�̇�𝜙d exp

{
− 9Ca2D2

8h2
c (1 + (3C∕p))

}
(22.6)

This complex expression may be solved only when sim-
plifying assumptions are made because of interdependence of
the variables. Supposing, for example, a constant density of
copolymer on the interface, 𝜎, can be considered constant, so
that the dependence of D on 𝜙d is the same as for blends with-
out compatibilizer using the right value of 𝜎 and Pc.

A1

Teflon

1. t = 0 2. Preconcentration 3. Coalescence 4. Lamellar
morphology

Teflon Teflon

Shear flow

Teflon

A1 A1 A1

Figure 22.7 Simplified scheme of phase morphology development along the section of films molded between Aluminium (Al) and Teflon
sheets. Bertoldo et al. [37]. Reproduced with permission of Elsevier.
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22.4.2 Formation in situ of the Compatibilizer

The reactive compatibilization of a binary A/B immiscible
polymer blend is usually ensured via the use of a chemical
reaction during the melt-blending operation. The reaction
leads to the formation of block or graft copolymers miscible, or
at least sufficiently compatible, with both polymers A and B.
Depending on its chemical composition and molecular archi-
tecture, the in situ formed copolymer is able to locate at the
interface, improves the adhesion between the two phases, and
constitutes a stabilizing barrier against coalescence (Fig. 22.8).

There are situations where a block or a graft copolymer
bearing both A-compatible and B-compatible blocks can be
previously synthesized and added to the A/B blend in the melt.

As on a thermodynamic basis, the effect of compatibiliza-
tion should be the same with respect to a reactively compati-
bilized system, it was observed in several cases that the diffu-
sion of the compatibilizing copolymer to the interfacial region
is quite difficult for kinetic reasons. Because of the high vis-
cosity of the molten polymer medium and the short time of
blending usually adopted in industrial conditions, the premade
copolymer does not quantitatively diffuse to the A/B inter-
phase region. That is why in industrial processes the compati-
bilizers are preferentially in situ formed during the compound-
ing step of blend development.

Different reactive routes were adopted to generate in situ the
block copolymers. A criterion of classification of the different
methods can be tentatively made by considering the different
compatibilizer precursors added to polymer blends: a catalyst,
a polymer bearing reactive groups, or a reactive additive. In
the following, it is necessary to take into account that, often in
industrial formulations, more than one compatibilizer precur-
sor might be used.

22.4.2.1 Catalysts Polymer blends with ester or carbonate
functionalities can be compatibilized by favoring catalyzed
interchange reactions during the melt-blending process.
This approach was described by many authors in blends of
polyester/polyester [39–42], polyester/polycarbonate, [43, 44]
and polyester with various polymers bearing ester groups
[45–48]. Titanium-, zinc-, boron-, or tin-based catalysts with
an electrophilic center were added during the melt extrusion

of these polyester-based blends. The chemically modified
blends exhibit a much improved compatibility compared to
uncatalyzed ones. Although largely described in literature,
this method suffers from two disadvantages including the
relatively longer extrusion time required for the reaction to
complete compared to time scales tolerated in industrial pro-
cesses. Moreover, the presence of a low amount of humidity
can result in polyester chain scission, as this side reaction is
also catalyzed by the same catalysts [42, 47].

Recently, Liu et al. [49] investigated the effect of various
catalysts including zinc borate, titanium pigment, and tetra-
butyltitanate on the interchange reactions of PLA and PC.
Attempts were made to elucidate the reaction mechanism
under a flow field by preparing blends in a discontinuous
mixer and adopting a long blending time (1000 s). The pres-
ence of PLA-PC copolymer was detected by a method based
on selective extraction and spectroscopic characterization. A
new Tg intermediate between those of pure PLA and PC was
depicted via dynamic mechanical thermal analysis (DMTA).
A similar result was claimed by Phuong et al. [27], employing
both a trans-esterification catalyst (tetrabutyl ammonium
tetraphenyl borate) and triacetin, but for only a short blending
time of 60 s. In fact, triacetin favored the interchange reactions
between PLA and PC probably because it can merely diffuse
in the melt during extrusion, reacting with both components.
In addition, a significant reduction of PLA molecular weight
was also evidenced as a sign of molecular degradation, but
that did not affect the tensile properties of the blend.

22.4.2.2 Polymers Bearing Reactive Groups Because
of their spontaneous reactivity, the most frequently used
reactive groups are anhydride and epoxide. Commercially, the
polymer-bearing reactive groups are available as copolymers,
synthesized by copolymerization, but also as functionalized
polymers obtained by radical grafting post-modification of
commercial polymers [50]. Note that this type of compat-
ibilization approach is efficient if at least one polymer has
reactive groups on its structure (in condensation polymers,
usually the reactive groups are terminals).

The effect of copolymer-bearing reactive groups on com-
patibility was intensively investigated in polyamide/polyolefin
and in polyolefin/polyester blends because of their industrial

A A A

B

(a) (b) (c)

B

B

B

B

Figure 22.8 Scheme of reactive compatibilization of an A matrix/B dispersed phase immiscible polymer blend in the melt: (a) domain of B in
the A matrix at the beginning; (b) formation of the compatibilizer thanks to a chemical reaction in the interphase region; (c) phase morphology
rearrangement.
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(a) (b)
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Figure 22.9 Visualization of compatibilizer location in immiscible blends: SEM micrographs of a blend of thermoplastic polyurethane (TPU)
with 20 wt% polypropylene compatibilized with different ethylenic co- and terpolymers (blend melt mixed using ZSK 30 extruder). The TPU
matrix was selectively dissolved in dimethyl formamide and the remaining PP particles without or with compatibilizer were separated on a
membrane. Wallheinke et al. [58]. Reproduced with permission of Elsevier.

interests. In the former case, the addition of styrene-maleic
anhydride [51] and poly(ethylene-co-vinyl alcohol-co-vinyl
mercaptoacetate)[52] copolymers was reported to be effective
for morphological modulation and enhancement of properties.

Copolymer-bearing epoxide groups such as ethylene-
glycidyl methacrylate copolymer (E-GMA) or ethylene-ethyl
acrylate-glycidyl methacrylate copolymer (E-EA-GMA) are
reported to be very efficient compatibilizer precursors in
high-density polyethylene (HDPE)/PET blends because of
the high reactivity of the epoxy ring toward both hydroxyl
and carboxyl PET terminal groups [53–55]. PET blends
whose dispersed phase consists of an ethylene-propylene
rubber (EPR) and a copolymer of ethylene and 8 wt% gly-
cidyl methacrylate (E-GMA8) acting as a compatibilizing
agent were studied. The epoxide-containing copolymer was
more efficient than polymers functionalized with maleic
anhydride (MAH) and glycidyl methacrylate (GMA) in
attaining appreciable impact properties, probably because
of the higher number of reactive groups in the copoly-
mer. The morphological analysis of the blends allowed to
make a direct correlation between the impact behavior and
the generated phase morphology. Arostegui [56] obtained
similar results when studying the mechanical properties
of poly(ethylene-octene) copolymer/poly(butylene tereph-
thalate) (PBT)/ethylene-glycidyl methacrylate copolymer

(E-GMA) blends of different compositions. Moreover, an
improvement of compatibility due to the use of E-EA-GMA
copolymers was observed also in PET/ABS blends [57].

In situ-formed copolymer due to the chemical reaction
in extrusion compounded blends of polyurethane containing
20 wt% PP modified with different reactive ethylenic co- and
terpolymers was located by simple SEM observations. The
polypropylene particles were separated on a membrane after
dissolving the polyurethane matrix using dimethylformamide
[58]. As illustrated in Figure 22.9, the isolated polypropylene
particles recovered from reactively modified blends exhibit
rough surfaces because they contain traces of copolymer.
Note in Figure 22.9b and c that the PP particles are bridged
by the compatibilizer. While the particles issued from
uncompatibilized blends in Figure 22.9a are very smooth and
free of any adherent, most of them are not agglomerated.
These observations demonstrate that the copolymer has been
formed reactively in situ during the melt-blending process
of polyurethane and polypropylene in the presence of the
reactive ethylenic co- and terpolymer containing acrylic acid
and/or butylacrylate reactive groups.

22.4.2.3 Functionalized Polymers Some polyolefins,
or olefin-based random or block copolymers can be
post-modified by radical grafting in the melt by using
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an unsaturated functionalizing molecule and a radical
initiator, usually a peroxide [59]. Such reactions are usually
carried out on an industrial scale. Many interesting function-
alized polymers are commercially available. The degree of
modification is estimated by determining the functionalization
degree (FD) using spectroscopic methods including IR or
nuclear magnetic resonance analysis.[60]

The use of maleic-anhydride- or diethyl maleate–
functionalized polyolefins was efficient in PA/polyolefin (PO)
compatibilization. The formation of PA-PO graft copolymer
was demonstrated to occur thanks to the formation of succinic
amide rings.[61]The one-step process consisting in the
functionalization of the polyolefin during the blending with
the PA was successful [62], although some impact of side
reaction occurring in the PA phase, as PA grafting, chain
scission, and branching were observed [63].

The use of diethyl maleate–functionalized polyolefins
with PET in the presence of transesterification cata-
lysts, based on Ti [46] and Zn [47] derivatives, was
efficient although a long blending time was necessary
(1200 s). Interestingly, diethyl maleate–functionalized
styrene-b-(ethylene-co-1-butene)-b-styrene triblock copoly-
mer (SEBS) was able to compatibilize PET/PE blends ,
thanks to its preferential location in the interphase. In addi-
tion, PE and SEBS individually functionalized with DEM
using the extrusion process led to two different kinds of
phase morphologies. The DEM-grafted SEBS copolymer
favored the development of co-continuous phase morphology
structures [65].

Maleic anhydride–functionalized polyolefins were much
more effective for PET/PE compatibilization [66]. This
process was successfully applied in PET/PE recycling [67].

22.4.2.4 Addition of Reactive Moieties The use of reactive
additives was recently attempted, particularly when the
polymers in the blend have similar functionalities as in
polyester-based blends.

In an A/B polymer blend, the reactive additive can react
with both polymers as a coupling agent. The advantages of this
approach are the availability of many cheap reactive products
and also the capability to diffuse in the melt as they possess a
low molecular weight. The latter property makes the reaction
kinetics suitable for extrusion. On the other hand, the disad-
vantage of a specific reactivity of the additives can lead to side
reactions as the undesired polymer branching.

For example, Raffa et al. added diisocyanate [68] or
molecules containing epoxide groups in PET/functionalized
polyolefin blend and reported improved compatibility and
enhancement of properties. It was difficult to ascribe the
improvement of properties to only the copolymer formation
because simultaneously some chain branching affects the
viscosity of the blend.

Another example concerns the addition of a radical
initiator, such as 2,5-dimethyl-2,5-di(tert-butylperoxy)hexane
to PLA/PBAT blends [70]. The peroxide decomposes during
melt blending, abstracting a hydrogen atom from polymer P

to induce the formation of a macroradical. Then the coupling
of macroradicals of PLA with the macroradicals of PBAT
leads to the formation of a copolymer in the interphase region.
An interesting trend was observed as a function of peroxide
concentration in the 75PLA/25PBAT blend. In fact, the
process can be summarized by the following considerations:

• At concentrations lower than 0.2 wt% of peroxide:
cross-linking of PBAT, slight degradation of PLA; the
dispersed PBAT phase diameter decreases by increasing
the content of peroxide.

• At a concentration of about 0.2 wt% of peroxide:
the diameter of the dispersed phase reaches a mini-
mum, which maximizes the formation of PLA-PBAT
copolymer due to generation of larger interfacial area.

• At a concentration higher than 0.2 wt%: the cross-linking
of PLA predominates, but also that of PBAT, takes place.
The phase morphology features are complex, and the
diameter of the dispersed phase increases by increasing
the peroxide content.

In addition, it was observed that under nitrogen flow, the
cross-linking is favored, as indicated by viscosity increase,
but the formation of PLA-PBAT copolymer was adversely
affected. Hence, the formation of PBAT-O-O or PLA-O-O
should play a fundamental role in favoring the formation
of PLA-PBAT copolymers.Sometimes a functionalizing
molecule is added to polymer blends to form in situ a func-
tionalized polymer, itself active in the copolymer formation
as, for example, the use of maleic anhydride in starch/PLA
blends [30]. This method represents the one-step version of
the use of functionalized polymers.

A new method of compatibilizing has been described
recently by Yousfi et al. [71] The innovation consists of using
ionic liquids (ILs) based on tetraalkylphosphonium salts com-
bined with different anions (phosphinate vs trifluoromethyl-
sulfonylimide). Amounts of the ionic liquids comparable
to those usually used in classical compatiblizers have been
added to 80PP/20PA blend. The blends have been processed
in melt by using a TSE. The influence of ILs on the different
morphologies of these binary blends has been depicted by
transmission electron microscopy (TEM). Although the
location in the blend of the ILs was dependent on the balance
of the chemical interactions the additive has with either of the
polymer components, a significant PA6 particle size reduction
by a factor of about 18 was observed upon addition of 1 wt%
of the ionic liquid, which was able to locate preferentially at
the PP/PA6 interphase. The modified blends exhibited thermal
stability and excellent stiffness–toughness balance.

22.4.3 Case of Reactive Ternary Blends

The addition of a third reactive polymer to immiscible polymer
blends can be useful for morphology modulation. In immis-
cible PET/PE blends, a DEM-functionalized very low density
polyethyle (VLDPE) was added as compatibilizer precursor in
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Figure 22.10 Phase morphology simplified scheme of VLDPE/VLDPE-g-DEM/PET blend and VLDPE/SEBS-g-DEM/PET. The latter
scheme is extrapolated on the basis of literature survey of refs: [72–74].

Acc.V       Spot  Magn        WD 5 μm

PAB/PP/PS (70/15/15) Cryofr.

(b)

(a)

20.00 kV  5.0    4000x        11.2

Acc.V       Spot  Magn        WD 5 μm

PAB/PP/PS (70/15/15) Chl extr.20.00 kV  5.0    4000x        11.7

Figure 22.11 Morphology of the ternary 70PA6/15PP/15PS blends: (a) cryofractured, (b) chloroform extracted surfaces. Omonov et al. [77].
Reproduced with permission of Elsevier.
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the presence of Ti(OBu)4 as transesterification catalyst. During
the blending, PET-PE copolymer was formed thanks to trans-
esterification between the ester-functionalized PE and PET;
however, the side reaction consisting in the cross-linking of
functionalized VLDPE caused an adverse effect on the blend
properties. To avoid this reaction, a compatibilizer precursor
able to rapidly migrate to the interphase region between PET
and PE was selected (Fig. 22.10).

This goal can be reached by using a nonreactive polymer
P as a third component, which is able to develop an interfa-
cial tension 𝛾 with the two immiscible polymers so as to fulfill
Equation 22.7, written by applying Equation 22.1 to this spe-
cific case.

𝜆P PET = [𝜎PET VLDPE–𝜎P VLDPE − 𝜎PET-P] > 0 (22.7)

Moreover, the viscosity ratio 𝜂P/𝜂PET should be less than
1 to favor the encapsulation of PET with P nonreactive poly-
mer [75]. The poly(styrene-b-ethylene-butylene-b-styrene)
triblock copolymer (SEBS) shows these two characteristics in
PET matrix hosting PE-dispersed phase.[76] If polyethylene
is the matrix, only the former condition is respected. When
the polymer P is reactive, the encapsulation of the dispersed
phase was observed in different compositions of PA6/PP
blends [72, 73] and of PET/PP blends.[74]

Ternary PS/PP/PA6 reactive blends were also the object of
a report by Omonov et al. [77]. Depending on the composition,
either dispersed encapsulated or co-continuous three-phase
morphologies are developed. Uncompatibilized ternary
70PA6/15PP/15PS blends exhibited an encapsulated phase
morphology having polypropylene cores and polystyrene
shells in opposition to the prediction of Harkin’s spreading
coefficient (Eq 22.1) and free interfacial energy concept. This
failure was ascribed to the substantial differences in viscosi-
ties between the dispersed components. The addition of the
two compatibilizing reactive systems, that is, PP-g-MAH and
St-co-MAH (SMA) affected the dispersed phase diameter,
but still encapsulated structures were observed (Figs. 22.11
and 22.12).

In the ternary blends having almost equal amount of
PA6, PP, and PS (i.e., composition of 40PA/30PP/30PS), a

120

0

100

80

60

40

20

0

20 40

1

wt% of polypropylene phase

Co-continuous

A
ni

so
tr

op
ic

P
u
re

 P
P

 p
h
a
s
e

P
u
re

 P
C

H
M

A
 p

h
a
s
e

60

O
n
s
e
t/
o
ff
s
e
t 
o
f 
c
o
-c

o
n
ti
n
u
it
y

O
ff
s
e
t/
o
n
s
e
t 
o
f 
c
o
-c

o
n
ti
n
u
it
y

80 100

Is
ot

ro
p

ic

120

C
o

-c
o

n
ti
n

u
it
y
 (

%
)

2 3 4 5

Figure 22.13 Percentage of co-continuity as a function of PP con-
tent in the uncompatibilized PP/PCHMA blends. Harrats et al. [78].
Reproduced with permission of Elsevier.

three-phase co-continuous morphology was developed. Their
reactive compatibilization using the reactive precursors men-
tioned caused the PA6 phase to get dispersed preferentially in
the polystyrene phase. Interestingly, a lower functionalization
degree of PP-g-MAH (2 wt%) resulted in a lower dispersed
phase diameter than PP-g-MAH containing 8 wt%. This result
can be due to the competition between the reactions involving
the polyamide 6 terminals, highly diluted in the melt system,
which is the one with SMA and the one with PP-g-MAH.
When the highly functionalized PP was employed, a higher
yield of PP-PA6 resulted in a lower yield of PS-PA6 copoly-
mer, thus leading to an increase of the PA6 droplet diameter
in the PS phase.

22.4.4 Stability of Phase Morphology in Reactively
Compatibilized Blends

The stability of phase morphology upon shearing, thermal
annealing, and molding processes has been the subject of
a huge volume of literature reports that is out of the scope
of this review. Nevertheless, an interesting phenomenon

(b) (b’)

Figure 22.12 Morphology of the 70PA6/(12.5/2.5)(PP/PP–MA2)/(12.5/2.5)(PS/SMA2) (b) and 70PA6/(12.5/2.5)(PP/PP–MA8)/(12.5/2.5)
(PS/SMA2) (b’); cryosmoothed surfaces. Omonov 2005, p. 12322–36. Reproduced with permission of Elsevier.
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such as the isotropy of co-continuous phase morphology
is worthy of being discussed. Harrats et al. [78] could
show, in reactively melt-blended compatibilized polypropy-
lene (PP)/poly(cyclohexylmethacrylate) (PCHMA), that a
co-continuous phase morphology is not as simple as usually
admitted but can be anisotropic depending on the direction
in which one observes it. As shown in Figure 22.13, five
distinct composition ranges corresponding to five different
phase morphologies are identified in a plot of co-continuity
versus blend composition. Below 20 and above 80 wt% PP
(composition windows 1 and 5, respectively), the phase
morphologies are constituted of PP droplets in PCHMA
matrix and PCHMA droplets in PP matrix, respectively.
In between these compositions, a co-continuous two-phase
morphology prevails (window 3). The onset and offset of
phase co-continuity take place over a composition window
extending over about 10 wt%; from 10 to 20 wt% and from
80 to 90 wt% PP, respectively (windows 2 and 4). Within the

delimited onset and offset range, the phase morphology might
contain mixed structures as droplets, elongated structures,
and even interconnected phases on a limited volume scale.
The SEM pictures of the blends containing, 30, 40, 50, 70,
and 80 wt% PP, situated in the composition window 3, are
presented in Figure 22.14 for illustration. The pictures d and
e apparently show a droplet-in-matrix phase morphology,
whereas the solvent extraction results confirmed a total
phase co-continuity. This behavior has not been reported
before and was surprising to the authors. After performing
morphological observations on surfaces of the same blends
cut in the parallel direction with respect to the extrusion flow,
a really oriented, elongated and infinite rodlike structure
was found, as shown in Figure 22.15a and b, corresponding
to the same blends as in Figure 22.14d and e, respectively.
The question which arises from this morphology is: how is
the continuity of these elongated rodlike structures of the
PCHMA minor phase built up? A close observation of the

(c)

(a) (b)

10 μm

10 μm

10 μm

(d)

5 μm

5 μm5 μm

(e)

Figure 22.14 SEM micrographs of cryo-smoothed and chloroform etched surfaces of PP/PCHMA blends containing: (a) 30, (b) 40, (c) 50,
(d) 70, and (e) 80 wt% PP. Harrats et al. [78]. Reproduced with permission of Elsevier.
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(a)

(b)

5 μm

5 μm

Figure 22.15 SEM micrographs of cryo-fractured and chloroform
etched surfaces cut parallel to the extrusion direction: (a) blend con-
taining 70 wt% PP; (b) blend containing 80 wt% PP. Harrats et al.
[78]. Reproduced with permission of Elsevier.

pictures presented in Figure 22.15 reveals that these long rods
are interconnected in two possible modes: the most likely
is via multiple connections as indicated by the dashed lines
on the SEM pictures, and also via small (<0.2 μm diameter)
and short connecting rods acting as bridges between the long
and continuous major rods (note the small holes on the SEM
picture).This kind of phase morphology can be qualified as
anisotropic co-continuous phase morphology.

More recently, the stability under shear of phase morphol-
ogy was studied by many research groups. In particular, the
structure of the copolymer generated at the interface during
reactive blending was reported to deeply affect the stability.
As an example, Pan et al. [60] investigated using TEM the
PA/PE blends compatibilized by a terpolymer containing
epoxide groups. Using polyamide of different molecular
weight in the reactive blending process, they observed that
the formation of micelles in the separate phases depends on
the length of the polyamide chain grafted to the terpolymer.
A copolymer with a long PA chain could be easily pulled out
of the interface to form micelles in the polyamide phase. The

pull out depends not only on the molecular architecture but
also on the strength of shear fields, with micelle formation
favored at high shear field. However, the structure of a
premade block copolymer was reported to deeply affect the
phase morphology development and its stability even under
quiescent annealing conditions. The control of the copolymer
molecular weight and its segmental balance is the correct
strategy to attain fine and stable phase morphologies.[79]

In PLA/PBAT blended in the presence of Ti(OBu)4
[41], transesterification reaction leading to the formation of
PLA-PBAT copolymer was demonstrated by size-exclusion
chromatography. Within a mixing time range of 10–40 min-
utes, the yield of copolymer formation was found to increase
as a function of mixing time. The phase morphology was
characterized by SEM after blending and also after a subse-
quent step of compression molding during two minutes. After
10 min of blending an increase in the diameter of the dispersed
phase was observed after compression molding, whereas no
significant change was observed after 40 min of blending
(Fig. 22.16). The presence of higher amount of PLA-PBAT
copolymer in the latter system stabilizes much of the mor-
phology of the blend, certainly by forming a stable interfacial
layer that prevents excessive particle–particle coalescence.

A similar effect was evidenced by Omonov et al. in PP/PS
blends [80]. The phase morphology of uncompatibilized and
reactively compatibilized blends using amino-terminated
polystyrene and maleic anhydride–grafted polypropylene
reactive precursors, was investigated. The structural instability
of the phase morphology as a function of the annealing time
at a temperature of 205 ∘C has been studied in 50PP/50PS
blends. The in situ generation of 1 and 5 wt% compatibilizer
based on maleic anhydride–functionalized PP (PP-g-MAH)
having a content of maleic anhydride of 1% by weight did
not affect the morphology stability significantly. Blends with
5 wt% compatibilizer based on PP-g-MA having a content of
8 wt% grafted MA caused a significant reduction in the char-
acteristic phase size of the PS phase. Phase coarsening was
drastically suppressed. Hence, the stability is a consequence of
the yield of the interfacial reactions determining the formation
of PP-PS copolymer. Interestingly, the specific interfacial area
Q, that is, the average ratio between perimeter and area of
observed particles decreased as a function of annealing time
for compatibilized and uncompatibilized blends, with final Q
values higher for the highly compatibilized system

22.4.5 Organoclay-Promoted Phase Morphology

The addition of a filler in multiphase polymer blends aimed at
modifying the phase morphology is a new strategy progres-
sively reported in blend literature. The initial objective was
to distribute the filler preferentially in one of the two blend
phases or, if the morphology is co-continuous, to have it at the
interface. Electrical conductivity with a minimum filler load-
ing was one of the applications searched for. For example, in
a polystyrene/polyisoprene blend having co-continuous phase
morphology as low as 0.2 vol% of carbon black particles was
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Time of mixing

10 min

20 min

30 min

μm

40 min

Material after blending
Compression
molded films

Figure 22.16 SEM micrographs of PLA/PBAT 75/25 blends obtained after different blending time. On the right column the corresponding
micrographs obtained after an annealing step in a compression molding press are reported. Coltelli et al. [41]. Reproduced with permission of
Elsevier.

sufficient to reach a percolated structure at the interface, result-
ing in a conductive polymer-based material [81]. Surprised by
the effect that the inorganic filler had on the size of a dis-
persed polymer phase in a matrix of the second polymer, sev-
eral groups have launched investigation of fillers, mainly sil-
icate clay, as a new route to compatibilization of immiscible
polymer blends [82–87]. A significant particle size reduction
of the dispersed phase was reported in most of these studies.
The authors attributed this effect to a reduction in the interfa-
cial tension induced by the presence of the clay at the inter-
face and to a significant modification of the viscosity ratio of
the blend due to clay loading, particularly if it is exfoliated.
Calcagno et al. [88, 89] investigated the effect of MMT clay
on PP/PET/MAH-g-PP blends using melt-mixing process. The
microscopy observations revealed that the clay was preferen-
tially located at the interface and in the PET phase. As could
be expected, hydrophilic MMT clay is attracted by the more
polar phase of the blend.

Tiwari and Paul [90] recently published a consolidating
work for the compatibilizing role of silicate clay in a model
blend of immiscible PP/PS processed using a TSE. Maleated

polypropylene was used, at a PP-g-MA/organoclay (MMT)
ratio of 1, to preferentially promote dispersion of the organ-
oclay in the PP matrix. The MMT content was fixed at 3 wt%
based on the PP/PP-g-MA/MMT phase, while the PS content
was varied within the full range of 0–100 wt% in the blend.
TEM observations revealed that the organoclay resides in the
PP phase and at the PP/PS interface (Fig. 22.17: note that L,
M, and H are indices of low-, medium-, and high-viscosity
PP grades). The dispersed PS particle size was significantly
reduced by the presence of MMT, with a maximum decrease
observed for the low-viscosity PP compared to its blends with-
out MMT. The blends with MMT did not show any change in
onset of co-continuity, although MMT shifts the phase inver-
sion composition toward lower PS contents. The phase stabil-
ity of the blend was significantly improved by the presence
of MMT; for blends annealed at 210 ∘C for 2 h, the dispersed
phase particle size increased by as much as 10× without MMT
with only little change when clay was present in the blend.

Moghbelli et al. [91] revealed the same tendency of
compatibilization induced by nanofillers in PA/styrene acry-
lonitrile copolymer (SAN). The addition of a few percentage
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Figure 22.17 TEM micrographs showing location of the MMT particles in PP/PP-g-MA/MMT/PS blend having 30 wt% PS (top row) and
90 wt% PS (bottom row). The blends were prepared with different PP grades: L-PP (a and d); M-PP (b and e) and H-PP (c and f). Images were
taken from the core and viewed perpendicular to the flow direction (FD). Tiwari and Paul [90]. Reproduced with permission of Elsevier.

of clay grade 1022C2 to PA/SAN blend, where the PA is
the matrix, reduced the particle size of the SAN phase by a
factor of 2 compared to the unmodified blend. No notable
effect of the clay was observed in the opposite compositions
where the SAN is the matrix. Furthermore, when the state
of clay is considered, the exfoliation was more efficient
than intercalation. The TEM observation confirmed the
preferential location of the clay platelets in only the PA
phase. They limited also the phase coarsening upon thermal
annealing by hindering the coalescence process. The extent of
reduction of the coalescence kinetics reported by the authors
was comparable to that published by Khatua et al. [82] on
clay in PA/EPR blends. In both studies, the phase size was
increased by only 40% in the clay-modified blend but by
200% in the unmodified system

Very recently, Nuzzo et al. [92] compared the role played by
organoclay (organomodified-MMT), organomodified-sepiolite
and multiwalled carbon nanotubes (CNTs) in converting
droplet-in-matrix to co-continuous phase morphology of
70PLA/30PA11 blends. The three types of fillers locate
preferentially in the minor PA11 phase and they all induce
phase co-continuity of the PLA and the PA11 phases provided
a critical concentration of the filler is exceeded. Although
it presents some limitations, the authors proposed a dimen-
sionless group (Eq. 22.8) to estimate the conditions at which
a conversion from droplet-in-matrix to co-continuous phase
morphology takes place.

∝=
𝜏y Pc

𝜎
2
ij

(22.8)

where 𝜎 is the interfacial tension, 𝜏 is the yield stress, and Pc
is the filler critical buckling load (ability to resist bending).
It was assumed that when ∝ exceeds a certain threshold (or
its value is within 10−2–10−1 range), the filled PA11 minor
phase adopts elongated shapes that lead to the formation of
co-continuous morphology with the PLA matrix. The modified
sepiolites were more effective than the deformable CNTs but
less effective than OMMT in promoting co-continuity of the
minor phase where they are located.

Another role played by the addition of organoclay con-
sists of freezing-in the phase morphology developed in
poly(p-phenylene sulfide) (PPS)/polyamide66 (PA66)binary
polymer blends [93]. A dispersed PA66 phase in PPS matrix
transforms to PPS dispersed phase in PA66 continuous phase
as a result of the addition of 1 wt% of clay. Substantial
differences in phase morphology depending on whether the
PA66 and PPS are mixed at 260 ∘C before the temperature
is gradually increased to 300 ∘C or, whether they are melt
mixed directly together at 300 ∘C. In the first processing case,
the clay is intercalated/exfoliated in the molten PA66 phase
before the PPS melts. The authors assume that the clay layers
prevent the PPS droplets from coalescing, while in method 2
the clay is exfoliated after the PPS is melted and broken up
into dispersed droplets.

22.4.6 Conclusions

Important aspects relating to the development of phase
morphologies in polymer-based multicomponent systems
were discussed. Focus is made on the co-continuous phase
morphology in binary and ternary thermoplastics blends,
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both uncompatible and reactively compatibilized. The recent
developments in the effects of the processing parameters used
to generate these morphologies during the melt-compounding
process are highlighted. They reveal that research aiming
at understanding the interrelation between the processing
conditions and the obtained morphologies still continues. New
approaches of compatibilization as the use of organoclay are
discussed, too. This can be a promising simple route for the
generation of new materials at low cost away from complex
chemistry. The chapter also shows that the effort of introduc-
ing more chemistry to promote interesting morphologies to
polymer blends also continues mainly in research oriented
toward industrial application.
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absorption factor, 157
acetonitrile, 383
acrylonitrile-butadiene-styrene (ABS) polymer, 45
acrylonitrile butadiene styrene terpolymer (ABS),

424, 428
adhesion energy, 323
adhesion map, 320
adjacent reentry, 63
affine deformation, 359–360
AFM-infrared, 115
AFM tapping mode image, 46
agarose, 67
aggregates, 268–269, 273–275, 277, 301
algorithm, 283–287, 289
alkyl ammonium, 377
𝛼 and 𝛽 phase of PBA, 214
𝛼 and 𝛽 phase of PP, 226–231
𝛼 and 𝛽 phase of PVDF, 208
alumina, 375, 380–382
aluminum (Al), 376, 377, 426
amine, 381
amorphous domains, 14, 16, 20
amorphous halo, 167
amorphous layer thickness, 167, 170, 172
amorphous orientation, 25
amorphous polymers, 14, 18
amphiphilic block copolymers, 292, 293
angular frequency, 412
anisotropic, 62
annealing MC simulation, 289, 291
annealing temperature, 75–79
apparent square cross-section radius, 59, 64
aspect ratio, 405
atomic force microscopy (AFM), 5, 8–9, 37, 45,

317, 321, 421
Avrami theory

Avrami index, 183–185
Avrami plot, 186
conversion range, 187
equation, 183
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induction time, 187
overall crystallization rate constant, 183, 185
recommendations, 185–187

axialites, 182

backscattered electrons, 38
banded spherulite, 44
barrier properties, 395, 397, 405, 406, 409, 412,

413
bar-type pattern, 28
basic principles, 72–73
batch mixer, 423–424
bead-spring model, 284
bending, 285, 292
Bessel function, 58, 59
biaxial orientation, 24
biaxial stretching, 406
bicopper complex, 64
binary blend, 169–171, 174
binodal, 419
blend(s), blending, 81–84, 87, 111, 119, 121,

124–127, 259–261, 263–267, 275,
278–282, 348–366

dilute, 350–358, 363–364, 367–368
immiscible see miscibility
miscible see miscibility
nondilute, 351, 354, 358, 364
semidilute, 367–368

block copolymers, 3–5, 111, 259–295 see also
diblock copolymer; triblock copolymer

body-cubic (BCC), 283, 287
boger fluid, 355
Bradley equation, 318
Bragg condition, 166
Bragg’s law, 15
Bravais lattice, 167
break-out crystallization, 171
bright-field image, 44
brittle, 411
brush, 108, 112, 113

bulk, 350–363
bundle of parallel lamellae, 43
butterfly pattern, 29

cage micelles, 293
capillary

number, 351, 426
wave, 360

carbon-coated polymer thin film, 207, 208
carbon nanotube (CNT), 93–95, 374, 377–380,

382–386 see also poly
(𝜀-caprolactone)/CNT

carbon nanotubes induced transcrystal, 33, 234
carboxylic acid, 380, 381
catalysts, 427, 429
cation exchange capacity, 397
cationic surfactant, 397
central diffuse scattering, 25, 26
cetyl pyridium chloride, 382
chain extender, 407, 409–413
chain-folding model, 243
characteristic X-rays, 38
chemical solution decomopsition (CSD), 381
chemical staining, 43, 44, 48
chemical vapor decomposition (CVD), 379, 381
clay, 374–378, 382–385, 387
clay concentration, 405, 412
clay-containing film, 411
clay exfoliation, 409
coalescence, 292, 294, 419, 424–427, 433, 435
coarse-grained (CG), 283, 284, 287, 295
cobweb, 137
co-continuous morphology

co-continuity diagram, 420
co-continuous, 419–421, 424, 429, 431–435
co-continuous three-phase morphologies, 431
tri-continuous, 421

cocontinuous structure, 349, 361–363, 367
breakup, 362–363
coarsening, 363
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coherent scattering, 15, 20
coherent scattering, coherent signal, 55, 60, 65
compatibility, 289, 408
compatibilizer, 426–433

addition of reactive moieties, 429
catalysts, 427, 429
compatibilized, 356–358, 361, 363, 364
functionalized polymers, 428
polymers bearing reactive groups, 427

complete melting domain, 76
complexation, 259, 268–277
complex vesicle, 293
complex viscosity, 412
composition, 259–260, 262, 264, 274, 276, 279,

419, 424, 432
composition analysis, 21
compounding, 423
compression molding, 426
computer, 283, 292, 293
conductive coating, 40
confined crystallization, 171, 175
confinement, 363–364

blends, 81–84, 87
copolymers, 85–88
templates, 88–91

constrained systems, 289–292
contact mechanics, 317
contact mode AFM, 101, 103, 109, 110
contrast, 55, 60, 61, 64
contrast enhancement, 51
control of the chain orientation through epitaxial

crystallization, 210–211
control of the crystal modification through

epitaxial crystallization, 213
control of the spatial arrangement of backbone

chain plane, 215
conventional transmission electron microscopy

(CTEM), 42
conversion range, 187
copolymer, 357–358 see also block copolymers

gradient, 357
copper (Cu), 381
core-multishell structures, 291
corona, 268–277
correlation function, 155, 156, 162
cost reduction, 418
CPMAS see cross-polarization and magic angle

sample spinning (CPMAS)
crack initiation, 50
crack propagation, 7–8, 50
cracks, 51
crazes, 51, 327
cross-hatched arrangement of the lamellae, 42
cross-hatched lamellar structure, 222
cross-hatched structure, 141
cross-hatched structure of lamellae, 43
cross-link, 268, 271, 277, 414
cross-links, covalent

ionic, 337–338
cross-polarization and magic angle sample

spinning (CPMAS), 132, 140, 141
cross-section polydispersity, 58
cross-section radius, 63, 65
cryoultramicrotomy, 44, 48
crystal growth see secondary crystallization
crystal growth direction, 169, 174
crystal growth rate of iPP, 228

crystalline–amorphous diblock copolymers, 168,
171–176

crystalline–crystalline diblock copolymers, 172,
176, 176

crystalline disorder, 21
crystalline homopolymers, 165–172, 174
crystalline index, 20
crystalline layer thickness, 167, 168, 170, 172
crystalline microdomain structure, 171–174, 176
crystalline orientation, 22
crystalline peak, 20
crystallinity, 135, 138, 167–169, 173, 174,

309–312, 411, 412
crystallinity degree, 74
crystallinity, determination, 20
crystallite size, Scherrer crystallite size, 20, 21
crystallization

flow-induced, 7
precursor, 7
self-generated fields, 9–11
simulation, 8–11

crystallization analysis fractionation (CRYSTAF),
78

crystallization enthalpy, 74
crystallization mechanism, 145, 176
crystallization of PLLA, 221, 222
crystallization of thin film on amorphous foreign

surface, 205–206
crystallization of thin film on crystalline foreign

surface, 209–223
crystallization temperature, 74–75
crystallographic planes, 15, 22
crystal orientation, 168–170, 174, 175, 205
crystal structure, 107, 109, 165–167
crystal systems, 166, 167

dark-field image, 44
Deborah number, 355
defects, 51
definition, 72
deformation, 50
deformation and fracture processes, 45
deformation behavior, amorphous polymers,

336–339
block copolymers, 342–345
semi-crystalline polymers, 339–342

deformed plastics, 327
degree of orientation, 23, 24
delaminate, 398
detector, 61, 62
device performance, 312, 313
dewetting, 299–304
diblock copolymer, 59, 257, 258, 260–262,

264–267, 269, 271, 273, 277
dichloromethane, 382
diene rubber, 384
differential scanning calorimetry, 68

applications, 73
basic principles, 72–73
definition, 72
fast chip calorimeters, 73
heat flux, 72–73
power compensation, 72–73
standard tests, 73
types of DSC equipment, 72–73

diffraction equipment, 17
diffuse halo, 15, 20

diffusion, 118, 120, 121, 125
diffusion coefficient, 405
diffusion length, 9–10
dilute regime, 56
N,N,−dimetylacetamide (DMA), 382
discrete reflections, 15, 27
dissipation particle dynamics (DPD), 283–285,

287, 290, 292, 293
distribution, 157
disulfide, 381
DMT contact theory, 321
DMT theory, 319
domain I see complete melting domain
domain II see exclusive self-nucleation domain
domain III see self-nucleation and annealing

domain
domains, 50, 51
domain size, 310–312
double wall carbon nanotube (DWNT), 379
droplet-in-matrix, 419–420, 432
droplets, 81, 348–365 see also microstructure

breakup, 350–359, 364
coalescence, 353–355, 357–358, 364, 366
collision, 353, 354, 359
daughter droplet, 353, 357, 360–361, 364
deformation, 350–359, 363–364
dynamics, 350–359, 363–364
orientation, 351, 353, 355, 358, 363
retraction, 352, 355, 358, 360, 364
satellite, 353, 361
shape, 351–352, 355, 358, 363–364, 366
size, 353, 354, 358, 359, 364, 366, 367
widening, 360

d-spacing, 15
dynamic density functional theory (DDFT), 286,

289, 292
dynamic interfacial energy (DIE), 420

edge effect, 39
the effect of fiber introduction temperature on the

crystallization of iPP, 228–229
the effect of molecular mass of iPP on the

crystallization of iPP, 231, 232
elastic see viscoelastic
elasticity ratio, 420
electrical conductivity, 433
electron density difference, 156
electron energy-loss spectroscopy (EELS), 42
electron irradiation, 45
electron microscopy, 3, 8, 37
electrostatic interaction, 259, 268, 275–278
elemental distribution (elemental mapping), 39
elliptical contours, elliptical coordinates, 28
encapsulation, 65
endpinching, 360
energy-filtered transmission electron microscopy

(EFTEM), 44
entanglement, 136
enthalpy of fusion, 74
environmental scanning electron microscopy

(ESEM), 40, 45
epoxy, 382, 385, 409
epoxy group, 381
equation, 286
equatorial streak, 26
equilibrium melting point, 242
ethanol hydrothermal method, 381
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ethanol thermal method, 381
ethylene-ethyl acrylate-glycidyl methacrylate

copolymer (E-EA-GMA), 428
ethyleneglycidyl methacrylate copolymer

(E-GMA), 428
ethylene vinyl acetate (EVA) copolymer,

384, 424
evolution, 289–291
excluded volume, 57
exclusive self-nucleation domain, 76–78
exfoliate, 398
exponential function, 132
extinction ring, 168, 169
eyes of a spherulite, 40

fan-shaped 𝛽-iPP, 228, 229, 232
fast chip calorimeters, 73
fast Fourier transformation (FFT), 47
fiber diffraction, 17
fiber-induced crystallization, 226–232
fiber pulling, 226, 233
fibrillar structures, 16, 25
fibril, microfibril, 27, 28
fibrils, 64, 359–361

breakup, 360–361, 364
deformation, 359–361
orientation, 359
retraction, 360
shape, 360

filaments breakup, 423
finite element modeling, 10
first order transition, 72, 74–75
fixation, 48
flat disc, 58
Flory–Huggins, 286, 289
Flory–Huggins parameter, 81
Flory–Vrij theory, 246
flow

complex, 350–352
extension, 350–352, 356, 359
shear, 348–365

flux, 153
folded chain lamellae, 26
food packaging, 415
force-displacement curve, 102, 113
force–distance curve, 317, 321
force mapping, 323
force volume (FV), 323
form factor, 15, 55, 56
Fourier transform, 58
Fourier transform infrared (FTIR), 118–128, 409
4-point pattern, 28
fractal dimension, 57, 59, 62
fractionated crystallization

blends, 81–84, 87
copolymers, 85–88

fracture surfaces, 40, 50
freely rotating rods, 57
friction, 109
fringed micelle, micelle, 25, 26
fringed-micelle model, 243
FTIR see Fourier transform infrared (FTIR)
full width at half-maximum (FWHM), 61
fusion, 292
FWHM see full width at half-maximum

(FWHM)

gallery opening, 403
Gaussian chain, Gaussian statistics, 56, 62
gel, 63, 64
Gibbs classical nucleation, 247
Gibbs–Thomson equation, 243
𝛾-irradiation, 51
glass transition temperature, 74–75, 330
gold (Au), 380–382
grazing incidence diffraction, 32
Guinier analysis, 27
Guinier range, 56
gyroid, 283, 287, 289

Hamaker constant, 353, 354
hardening, 48
HDPE see high-density polyethylene (HDPE)
HDPE/VLDPE blend, 47
heat capacity, 74
heat flux, 72–73
hedrites, 182
helices, 58, 64
Hermans orientation function, 23
Hertzian theory, 318
heterogeneous, 65
heterogeneous nucleation, 75, 81–84, 182, 249,

301
hexagonally ordered cylinders (HEX), 283, 287
hierarchical, 15
hierarchical structure, 165, 166, 176
high-density polyethylene (HDPE), 42, 382,

420–422
high flux neutron facilities, 60
high impact polystyrene (HIPS), 51
high-voltage electron microscopes, 44
hollow cylinder, 58, 65, 67
homogeneous nucleation, 81–84, 89–91, 248,

301
Hosemann model, 167
hydrodynamic

interaction, 353, 354, 358, 364
stress, 351, 353, 354, 359

hydrogenated polybutadiene, 184
hydrogen bond, 206
hydrogen bonding interaction, 259–261, 264, 270
hydrophilic, 271, 275–277
hydrophobic, 268, 273, 275–277
hydroxypropyl methylcellulose (HPMC), 124

image processing, 46
impermeable, 412, 415
incoherent scattering, 15
incoherent signal, 60
incompressibility hypothesis, 55
induction time, 187
industry, 418
infinitely thin rod, 57
infrared spectroscopy, 4
in situ deformation test, 51
in situ formed copolymer, 427
in situ microscopy, 50
in-situ NMR, 142
in situ polymerization, 383, 384, 388, 398, 401,

403
in situ studies, 30
in situ techniques, 51
instantaneous nucleation, 184

intensity
absolute, 155, 161
scattered, 153

interactive crystallization, 172, 176
intercalated nanocomposite, 398
interchain distances, 15, 16
interface, 312
interface distribution function (IDF), K”, 156,

158, 160, 161
simulated, 159–161

interface, interfacial
compatibilization see compatibilizer
effective interfacial tension, 366
interfacial rheology see rheology
interfacial tension, 351, 352, 357, 363, 365
interfacial tension gradient, 361
mobility, 354

interfacial tension, 420
intermediate range, 56
intermittent contact mode AFM, 104, 105, 108,

110–113
intermolecular nucleation, 248
interpenetrating network structure, 308
interpolymer complex, 269, 271, 275 see also

complexation
intramolecular nucleation, 248
intramolecular nucleation model, 252
intrinsic viscosity, 402
invariant, 156
inverse half-crystallization time, 185–186, 189
ionic interaction, 275
iron (Fe), 376, 381, 383
irradiation effects, 44
irradiation-induced cross-linking, 50
irradiation-induced effects, 48
isotactic polypropylene (PP), 41
isotactic polystyrene, 63, 66
isotactic PP, 43
𝛼-isotactic PP (iPP), 42, 43, 46
𝛽-isotactic PP (iPP), 42, 43
isothermal crystallization kinetics, 181, 183–184,

188, 191, 201
isothermal tests, 73, 95
isotropic, 62
isotropic melt, 181

JKR contact theory, 321
JKR theory, 319
junctions, 287, 288, 292, 293

kaolinite, 375
kinetics, 292, 294
knitting pattern (KP), 283
Kratky plot, 59, 62

lamellae (LAM), 103, 105, 109, 110, 181–182,
283, 287, 289–292

lamellar crystal, 103, 105, 109, 110
lamellar microdomains, 174
lamellar morphology, 165–168, 170–175, 176,

177
lamellar reflection, 28
lamellar spacing, 28
lamellar structures, 16, 25, 27
lamellar thickening, 134
lamellar tilt, 16, 28
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laminate, 122, 123, 127
lattice dimensions, 17
lattice disorder, 21
lattice matching, 209, 217, 226, 227
lattice model, 283–285
Laue condition, 166
Lauritzen–Hoffman theory, 181, 188–189, 252

energy barrier for the crystallization process,
189

equation, 189
layered silicate see clay
LCST, 419
LDPE, 48
Legendre polynomials, 23
liquid crystal mesophase, 244
liquid-liquid phase separation, 59
lithium (Li), 376
load–indentation curves, 322
localization, 287, 289
long-chain branch, 414
long period, 153
loss tangent, 329, 330
low-molecular-weight copolyamide (CPA), 426
low-vacuum SEM, 40
low-voltage transmission electron microscopy

(LVTEM), 44

macroradical, 429
magnesium (Mg), 376
magnifications, 38
maleic anhydride (MAH), 428
Maltese cross, 168, 169
Marangoni

number, 357
stress, 357, 361

Maron–Pierce equation, 412
mass per unit length, 57, 63, 65
mass-thickness contrast, 43
master-batch approach, 409
material contrast, 39
Maugis–Dugdale (MD) model, 319
mechanical behavior, 6–8
mechanical properties, 411
mechanism, 283, 293, 294
mechanism of polymer epitaxy, 209, 210
melt, 287–289
melt blending, 398
melt drawing, 142
melting-recrystallization thickening, 254
melting temperature, 74–75
melt-mixing process, 434
melt processing, 384, 388
melt quenched iPP, 140
membranes, 292
mercurium (Hg), 381
meridional peaks, 28
metal-ligand coordination bond, 278
metallocene, 142
metal oxide, 374, 375, 380–382
methylmethacrylate-glycidyl-methacrylate

(MMA-GMA), 424
micelle, 260, 262, 266–275, 277
micellization, 292–294
microbeam diffraction, 31
microdomains, 82
microdomain structure, 168, 171–176
microfractography, 50

microphase separation, 165, 166, 168, 169, 171,
176, 259–263, 267, 283–295

microscopy
atomic force microscopy, 421
scanning electron microscopy (SEM), 420, 428,

432–433
trasmission electron microscopy (TEM),

433–435
microstrain, 21
microstructure see also fibrils

blend, 346–366
coarsening, 352, 356, 361
cocontinuous see cocontinuous structure
droplet-matrix, 347–350, 352, 356, 359–362,

365
hysteresis, 352, 353, 357
lamellar, 358, 359
layered, 362, 364
multiphasic see ternary
one-phasic, 346, 347
pearl necklace, 362, 363
refinement, 355, 363–365
single-phase see one-phasic
stabilization, 355, 361, 363, 365
string, 358, 359, 362, 363, 365
ternary, 347
two-phasic, 346

miktoarm stars, 192–193
miktoarm star terpolymer, 286–289
miscibility

immiscible, 349
miscible, 348
partially miscible, 348

miscible blend, 166, 170, 171
mixing time, 423–424, 433
molecular chain ordering process of the

overgrowing polyme, 217–220
molecular compounds, 66
molecular dynamics, 19
molecular dynamics for PCL/PE epitaxial system,

217–219
molecular modeling, 18
molecular nucleation, 252
molecular segregation, 253
Monte Carlo (MC), 283–287, 289–293
montmorillonite, 397
morphology, 14, 18, 257–277, 398, 403, 405,

406, 408, 412, 415 see also microstructure
morphology-property investigation, 5–7
multiple wall carbon nanotube (MWNT), 377,

379, 382, 383

nanocomposite, 65
nanocylinders, 168, 169, 174
nanodomains, 166, 168, 174–176
nanofiber, 111, 112
nanolamellae, 174, 175
nanomechanical maps, 323, 325
nano or micromechanical processes, 46, 50, 51
nanopatterns, 290
nanospheres, 168, 174
nanostructures, 259, 260, 262–265, 269–270,

276, 277, 289–291
nanotubules, 65–67
nascent isotactic polypropylene, 140
nascent powder, 132, 137, 138
nitrile, 381

NMR see nuclear magnetic resonance (NMR)
noble metal, 381
nonsolvated crystals, 55, 56
normalized intensity, 60
normal stress difference, 355
novolac resin, 145
nuclear magnetic resonance (NMR), 131
nucleating agent, 75, 77–78
nucleation, 182 see also primary nucleation
nucleation and crystal growth of iPP, 227
nucleation efficiency, 77, 91

super-nucleation, 93–95
nucleation of 𝛽-iPP, 228
nucleation of PMMA, 205
nucleation power see nucleation efficiency
nuclei, 182, 188
nylon-6, 405
nylon 46, 145

Oliver–Pharr model, 321
one-dimensional correlation function, 167, 168
one-phasic, 348–349
onion vesicle, 293
optical microscopy, 5, 6
order–disorder transition, 81
organic modifier, 397
organoclay, 399, 401–403, 405, 406, 408,

409–413, 433–435
orienation degree of iPP fiber, 227
orientation, 182
orientation analysis, 22
orientation distribution function, 22
orientation function, 218, 219
oscillations, 66
OsO4, 44
Ostwald ripening, 354
overall crystallization kinetics, 183, 191
overall crystallization rate see overall

crystallization kinetics
oxygen permeability, 405, 406, 408, 412, 414

PA6 see polyamide 6 (PA6)
pair-correlation function, 56
pair distribution function, 18
paracrystalline, 21
paracrystalline stack, 159
parallel-packing of bonds in the lattice model, 244
partially relaxed fiber surface, 232
partially surface molten state, 227, 233
particle, 364–367

bridging, 366–367
dispersion, 365
localization, 365

particle-particle coalescence, 425
particle size reduction, 434
pattern, 283, 289, 290, 292
patterned surface, 290
PBA/PE epitaxial system, 214
PBA/PP epitaxial system, 215
PBAT see poly(butylene adipate-co-tereph

thalate) (PBAT)
PBS see polybutylene succinate (PBS)
PC see polycarbonate (PC)
PCL see poly (𝜀-caprolactone) (PCL)
PE see polyethylene (PE)
peak force tapping, 106, 107, 109, 114
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peak intensity, 409
PEA/PE epitaxial system, 215
Peclet number, 357
PE/iPP epitaxial system, 209
percolated network, 412
perforated lamella structure, 292
permanganic etching, 42
permeability coefficient, 405
persistence length, 57, 63
PET see polyethylene terephthalate (PET)
PET-ionomer, 408
PET nanocomposite, 406
phase analysis, 19
phase coarsening, 424
phase diagrams, 68, 244, 289, 290, 294, 295
phase-field modeling, 11
phase inversion, 362, 367, 368, 419
phase-separated morphologies, 409
phase separation, 25, 30, 120, 125, 126, 305–313,

348
phase structure, 283, 287, 290, 294, 295
phase transitions, 74
phosphine, 381
photovoltaic, 3, 5
P3HT/PE epitaxial system, 216, 217, 224
phyllosilicate, 375, 377, 397
physical effects, 48
PI see polyisoprene (PI)
PLA see poly(lactic acid) (PLA)
PLA nanocomposite, 414
plastic deformation, 51
plastics, 242
platinum (Pt), 381
PLLA-b-PCL copolymers

Avrami index, 196
LH regimens, 194
overall crystallization rate, 194–196
synthesis, 194

PMMA see poly(methyl methacrylate)
(PMMA)

polarity, 426
polarized light optical microscopy, 181–182

limitations, 183
polarized microscope (PM), 168
pole figures, stereographic projection, 22, 23
poly(1,4-dioxan-2-one) (PPDX)

energy barrier for crystallization, 191
inverse of the half-crystallization time, 190
LH fit, 189
self-nucleation, 190
spherulitic growth rates, 189

poly(acrylic acid) (PAA), 382
poly(acrylonitrile) (PAN), 382
poly(bisphenol A octane ether), 8
poly(butyl methacrylate), 122
poly(butylene adipate-co-tereph thalate) (PBAT),

421
poly(cyclohexylmethacrylate) (PCHMA), 432
poly(dimethylsiloxane), 122
poly (𝜀-caprolactone) (PCL), 325, 421

PCL-b-PS copolymers, 85–87
PCL/MWNT, 93–94
PLLA-b-PCL copolymers, 91–94
PLLA/PCL blends, 87–88
PPDX-b-PCL copolymers, 88, 91–94

poly(ester urethane), 126
poly(ether ketone ketone), 3, 4

poly(ethylene oxide) (PEO), 5, 89–91, 93–94,
375, 382

poly(ethylene succinate), 188
poly(ethylene terephthalate), 7
poly(L-lactic acid) (PLLA), 5, 384
poly(L-lactide), 194

crystallization rate and molecular weight, 195
poly(lactic acid) (PLA), 87–89, 325, 382, 421
poly(methyl methacrylate) (PMMA), 289,

420–422
poly(p-dioxanone), 88, 91–93
poly(p-phenylene sulfide) (PPS), 435
poly(pirrole) (PPy), 383
poly(propylene) (PP), 382–387
poly(styrene) (PS), 382–386
poly(styrene-b-ethylene-co-butylene-b-styrene)

(SEBS), 323
poly(urethane) (PU), 382–384
poly(vinyl alcohol) (PVA), 375, 382, 384
poly(vinyl methyl ether), 121
poly(vinylidene fluoride) (PVDF), 208, 214
polyamide, 119, 433
polyamide 6 (PA6), 17, 20, 24, 27, 28 see also

nylon-6
polyamide (PA), 383, 384, 387
polyamide nanocomposite, 405
polybenzoxale (PBO), 383
polybutylene succinate (PBS), 421
polybutylene terephthalate (PBT), 424
polycaprolactone (PCL), 384
polycarbonate (PC), 122, 384, 423
poly (𝜀-caprolactone)/CNT

LH parameters, 201
LH regimes, 200–201
overall crystallization rate, 200
preparation, 200

polyelectrolyte, 64
polyetherester, 384
polyethylene (PE), 63, 134, 382–384, 426

HDPE/CNT, 93–95
hydrogenated polybutadiene, 79–80
LLDPE, 79
PE-b-PS/AAO, 89–90

polyethylenenaphtalate (PEN), 384
polyethylene/polyamide (PE/PA) blends,

196–200
Avrami index, 198–199
LH parameters, 199
morphology, 197–198
polyamide isothermal crystallization, 197–199
polyethylene isothermal crystallization,

199–200
preparation, 196–197

polyethylene terephthalate (PET), 383, 384,
426–429, 431, 432, 434

polyimide, 384
polyisobutylene, 384
polyisoprene (PI), 289
polymer blends, 44, 169, 171, 305–306, 308, 310,

313 see also blend(s), blending
polymer chain, 107, 108
polymer clay nanocomposite, 397
polymer confinement, 398
polymer crystallization, 181–182

instantaneous nucleation, 184
nucleation, 182 see also primary nucleation
orientation, 182

primary crystallization, 182
secondary crystallization, 182, 188
sporadic nucleation, 184

polymeric self-consistent field, 284, 286–287
polymerization temperature, 138
polymers, 14
polymers bearing reactive groups, 427
polymer thin films, 299–313
polymorphs, 16, 19
polyolefin (PO), 428
polyolephin, 383, 384
polyoximethylene, 384
poly(ethylene glycol) PEG, 30
poly(ethylene terephthalate) PET, 18, 24, 31
poly(methyl methacrylate) PMMA, 19, 383–386
polypropylene (PP), 7–8, 76, 77, 89–90, 140,

143, 423
PP/PS blends, 82–84

polystyrene, 121
polystyrene (PS), 289, 420–422
poly[styrene-b-(ethylene-co-butylene)-b-styrene]

(SEBS), 422
polystyrene-b-polyethyleneoxide (PS-b-PEO),

283, 284
Polytetrafluoroethylene (PTFE), 119
polyurethane, 428
polyvinyl acetate (PVAc), 384
polyvinyl ether (PVE), 382
polyvinylpyrrolidone (PVP), 382
Porod

constant/parameter, 157
scattering, 158, 161

Porod plot, 58, 62
Porod’s law, 59, 67
potentials, 284, 286
powder diffraction, 16
power compensation, 72–73
PP see polypropylene (PP)
PP nanocomposite, 405
preferential localization, 409
preordering, 217, 220–222
primary nucleation, 183, 188–189, 191, 200, 248

rate, 188
principles of different types of microscopes, 38
processing, 423
profile fitting, 20, 21
PS see polystyrene (PS)
PS-b-PCL copolymers, 191–194

morphology, 193
overall crystallization rate, 193
synthesis, 191

pull-off force, 321
pulsed force mode, 105, 109, 111
purify of the domains, 310
PVC/SAN blends, 44
PVDF see poly(vinylidene fluoride) (PVDF)

quiescent, 354, 358, 361, 363, 364

radiation damage, 44
radius of gyration, 56, 63
random-coil model, 242
Rayleigh instabilities, 423
recycling, 418
regime-transition phenomenon, 252
relative interfacial energy (RIE), 420
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relaxation extent of fiber, 231
relaxation time, 355
residence time, 424
resolution, 37
rheology, 410

blend, 350, 358, 363
component, 355–356, 362, 366
interfacial, 366, 367

Rietveld method, 18
rigid amorphous, 243
rod–coil, 292, 293
rodlike structures, 432
Ruland method, 167
RuO4, 44

Sadler and Gilmer (SG) model, 253
Sadler and Gilmer (SG) theory, 189
SAN copolymer, 50
SAN/PPO blend, 47
scanning electron microscopy (SEM), 37, 45, 46,

410, 412, 420, 428, 432–433
scanning probe microscopy, 37
scanning thermal microscopy, 115
scattering factor, 55
scattering length, 55, 60
scattering vector, 154, 161
screw geometry, 412
secondary crack, 39
secondary crystallization, 182, 188
secondary electron (SE) imaging, 38, 41
secondary nucleation, 248
second order transition, 72, 74–75
second virial coefficient, 56
segregation, 63
selective etching, 40
selective staining, 48
self-assembly, 257, 258, 262, 266, 268, 269, 272,

274, 276, 287–294
self-avoiding walk, 284
self-consistent field theory (SCFT), 286–287,

290–292
self-nucleation, 73

applications, 84
definition, 75
domains, 76–77
parameters, 76
procedure, 75

self-nucleation and annealing domain, 77, 79
self-nucleation temperature, 76
self-nuclei, 75–76
self-seeds see self-nuclei
SEM see scanning electron microscopy (SEM)
semiconducting materials with unique crystal

orientation, 224
semicrystalline polymers, 63
semicrystalline, semicrystalline polymer, 14, 20,

24
sepiolites, 435
sheaf-like lamellar arrangement, 42
sheaf-like superstructure, 41
shear see also flow

rate, 351, 353, 354, 359
thinning, 355–356

shear rate, 424
shear stress, 411
shear-thinning, 412

sheathe, sheathing, 66
shish–kebab, 182
silica (SiO2), 374, 380–386
silicate nanolayer, 397
silicon rubber, 384
silver (Ag), 380–382
simulation, 283–295
simultaneous crystallization, 172, 175, 176
single cristal, 182
single-polymer composites, 227, 228, 231, 233
single wall carbon nanotube (SWNT), 377, 379,

380
slab, 59, 64
sliding-diffusion thickening, 254
small amplitude oscillatory shear (SAOS), 388
small-angle light scattering (SALS), 165, 168
small-angle neutron scattering, 25, 29
small-angle scattering, 25
small-angle X-ray scattering (SAXS), 5–7, 14,

15, 25, 153, 165, 167, 170, 174, 176
smectite, 397
solar cells, 307, 308, 310, 311
sol-gel method, 381, 382, 384–385, 388
solid cylinder, cylinders, 58, 59, 62, 64
solid-like behavior, 412
solubility coefficient, 405
solution blending, 398
solution processing, 382–383, 388
solvated crystals, 55, 66
solvent diffusion, 27, 29
space group, 167
spatial resolution, 122–124, 127, 128
specific interfacial area, 433
sphere, 59
sphere micelles, 294
spherulites, 3–11, 27, 32, 40, 42, 48, 109, 110,

126, 134
growth rate, 188
radii, 182–183

spherulite structure, 165, 166, 168
spherulitic growth rates, 181
spin–lattice relaxation time (T1), 132
spinodal, 419
spinodal dewetting, 301
spin–spin relaxation time (T2), 132
spontaneous formation, 292, 293
spray pyrolysis, 381
spreading coefficient (SC), 420
stability under shear, 433
staining agents, 48, 50
standard semicrystalline state, 75
standard tests, 73
stannic oxide (SnO2), 381
statistical segment, 56
statistical thermodynamics of polymer

crystallization, 244
step crystallization (SC), 78, 80
steric hindrance, 357, 366–367
storage modulus, 412, 413
strain hardening, 328, 341
straining-induced contrast enhancement, 50, 51
straining-induced effects, 48
strand density, 337
string model, 283–284, 286
structural parameters, 16
structure factor, 15

structure function, 19
structure–property correlations, 46, 51
structure, structure determination, 14, 17
styrene acrylonitrile copolymer (SAN), 434
styrene-b-(ethylene-co-1-butene)-b-styrene

triblock copolymer (SEBS), 429
styrene-butadiene rubber (SBR), 329
successive self-nucleation and annealing (SSA),

73
applications, 79–80
protocol, 78
SCB distribution, 79

supercooling, 181, 188–189, 191–193, 195,
197–200, 248

supernucleation, 200
surface elasticity, 323
surface nucleation, 81–84, 86, 89, 90
surface of bulk polymeric materials, 45
surfaces, 48
surface topography, 39
surfactant, 64, 397
surfactant chemistry, 412
switchboard model, 243
symmetric diblock copolymer, 283, 287, 289–291
synchrotron radiation, 4, 16
synchrotron radiation facilities, 60
syndiotactic polystyrene, 63
synthetic mica, 401

Tabor parameter, 319
tactoid, 403
tapping mode AFM, 104, 105, 108, 110–113
Teflon, 426
TEM see transmission electron microscopy

(TEM)
TEM micrograph, 134, 142, 144
temperature rising elution fractionation (TREF),

78
templates, 88–91
tensile modulus, 411
ternary systems, 56
tetraethoxysilane (TEOS), 384
thermal degradation, 409
thermal fractionation, 78
thermal history, 75
thermally stable organoclay, 403
thermodynamic, 405
thermoplastic elastomers (TPEs), 323
thin films, 48
thin sections, 48
thin walled sleeve, 58
thiol, 381
time-of-flight secondary ion mass spectroscopy

(ToF SIMS), 5
time-resolved, 60, 61, 68, 69
time-temperature superposition (TTS) principle,

328
tip streaming, 357
titanium dioxide (TiO2), 380–382, 385, 386
titanium n-butoxide, 386
ToF SIMS see time-of-flight secondary ion mass

spectroscopy (ToF SIMS)
topological micelles, 293, 294
toroidal micelles, 292–294
tortuosity, 405
transcrystals, 226
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transmission electron microscopy (TEM), 37, 42,
45, 46, 138, 165, 174, 377–379, 382, 383,
385, 386, 388, 398, 399, 402–405, 407–412,
433–435 see also TEM micrograph

transmission geometry, 16
triangular compositional diagram, 421
triblock copolymer, 262, 263, 266, 273–277, 323
tri-continuous, 421
Turnbull–Fisher equation, 249
twin screw extruders (TSE), 401, 403, 406, 412,

414, 418
two-phase system, 20
2-point pattern, 28
two-step crystallization, 171, 172, 175

UCST see upper critical solution temperature
(UCST)

UHMW-PE see ultrahighmolecular-weight
polyethylene (UHMW-PE)

ultra-and semi-thin sections, 45
ultrahighmolecular-weight polyethylene

(UHMW-PE), 131, 132, 136, 138
ultramicrotomy, 48
ultrasmall-angle X-ray scattering, 15
ultrasonic irradiation, 381
uniaxial orientation, 22
upper critical solution temperature (UCST), 419
upper critical solution temperature (UCST)-type

phase diagram, 170, 171

vanadium oxide (V2O5), 381
Varga, 226, 232
variable-cluster model, 243
vesicle, 112, 268, 270–276, 292–295
vinyl tetraethoxysilane (VTEOS), 384
viscoelastic, 407, 410, 411
viscoelasticity, viscoelastic, elastic, 355–356,

361, 362, 364, 368
viscosity

blend, 363
component, 350, 354, 355, 361, 362, 366
dilatational, 358
droplet, 351, 356
elongational, 355, 361
matrix, 351, 352, 358, 363
ratio, 351–353, 356, 360–364

viscosity ratio, 420, 424
voids, void scattering, 16, 26
volume fractions, 47, 405
Vonk model, 167, 168
vorticity

band, 364–365
breakup, 356
direction, 353, 356
stretching, 356, 360
tensor, 351

wall, 350, 363
wedge-shaped growth-front model, 254

Weibullian function, 132
wet samples, 40
wetting, 299–304, 421
wetting parameter, 365
wide angle X ray diffraction (WAXD), 5–7, 165,

167, 377, 378, 382
wide-angle X-ray scattering, 14, 15
Williams–Landel–Ferry (WLF) equation, 330
window function, 160
worm-like chain, 56, 63

X-ray detector, 39
X-ray diffraction (XRD), 14, 399, 402, 403, 405,

409–412
X-ray fiber diffraction method, 167
X-ray mapping, 41
XRD see X-ray diffraction (XRD)

yield strength, 321
yield stress, 356
Young’s modulus, 318, 323, 326, 411

zero-loss filtering, 45
Ziegler, 142
Zimm plot, 62, 63
zinc oxide (ZnO), 374, 380–382
zirconia (ZrO2), 374, 381
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Figure 1.13 Phase field simulations of the growth of a spherulite. Upper row: composition maps. A grayscale map was used to increase the
contrast. Lower row: orientation map. Schultz [56]. Reproduced with permission of American Physical Society.

Figure 2.3 A combined SAXS and WAXS pattern from a drawn PA6 fiber. The small-angle pattern near the origin covers about 2.5∘ 2𝜃. The
d-spacing of the SAXS reflection is ∼100 Å. The d-spacings of the two wide-angle reflections along the equator are 4.4 and 3.8 Å [9].

120 µm

(0 2 0)

(0 0 2)

Figure 2.9 A series of wide-angle X-ray diffraction photographs from crystals located along the vertical line within a spherulite of
poly(hydroxy butarate) shown in the left inset. The enlarged diffractograms are from three areas separated by 60 m as shown in the optical
micrograph. Courtesy of C. Riekel, ESRF.

Polymer Morphology: Principles, Characterization, and Processing, First Edition. Edited by Qipeng Guo.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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Figure 5.16 (a) Crystallization and melting temperatures (obtained from the data reported in Ref. [211]) for PLLA and PCL blends as a
function of PLLA content. (b) Photomicrograph obtained by PLOM for the 32/68 PLLA/PCL blend. Castillo et al. [212]. Reproduced with
permission of American Chemical Society.
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Figure 5.18 (A) Crystallization and melting temperatures (obtained from the data reported in Ref. [211]) for the PLLA and PCL block within
all copolymers versus PLLA content. (B) Photomicrograph obtained by PLOM for the (a) L32

7C68
15 after 30 min at 122 ∘C. (b) L32

7C68
15 after

15 min at 42 ∘C. Castillo et al. [212]. Reproduced with permission of American Chemical Society.
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(c) (d)

100 µm 100 µm

100 µm 100 µm

Figure 5.19 Polarized light optical micrographs during isothermal crystallization: (a) PLLA24, after 8 ∘min at 140 ∘C. (b) L81C19
21, after

10 min at 140 ∘C. (c) L60C40
21, after 30 min at 140 ∘C. (d) L10C90

24 after 10 min at 100 ∘C. Castillo et al. [212]. Reproduced with permission
of American Chemical Society.
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Figure 7.5 ATR–FTIR images of a PS-PVME blend before (a and c) and during exposure to 60 bar of CO2 (b and d). The images (a and b)
are based on the spectral band of PS, while images c and d are based on the spectral band of PVME. (e) Spectra extracted from PVME-rich
(blue) and PS-rich (red) domains. Kazarian and Chan [19]. Reproduced with permission of the American Chemical Society.
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Figure 7.7 Transmission FTIR image of a USAF spatial resolution target (a) without lens (imaging size of 341 μm× 341 μm) and (b) with
lens (imaging size of 240 μm× 240 μm). Chan and Kazarian [12]. Reproduced with permission of the American Chemical Society.
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Figure 7.8 Images showing the results from FTIR spectroscopy compared with images from X-ray microtomography. The top set of images
shows the results for the 100- 125-μm particle size of caffeine. The bottom set shows the data for the 125- 150-μm particle size. The FTIR data
is shown on the right-hand side, the key area of the X-ray tomography is shown in the middle, and the FTIR is layered over the X-ray data for
comparison on the left-hand side. Wray et al. [31]. Reproduced with permission of John Wiley and Sons.
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Figure 7.9 Micro-ATR–FTIR images of cellulose/PHBV blends at different compositions. Cellulose/PHBV: (a) 20/80, (b) 40/60, (c) 60/40,
and (d) 80/20. The size of each image is ca. 63 μm× 63 μm. Hameed 2013 [32]. Reproduced with permission of Elsevier.
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Figure 7.10 (a) Visual images, (b) NIR images, and (c) IR images of the PHB/CAB blend (80:20 wt%) during isothermal crystallization
at 125∘C at around 18 min (a-1, b-1, c-1), 36 min (a-2, b-2, c-2), and 66 min (a-3, b-3, c-3). Suttiwijitpukdee 2013 [45]. Reproduced with
permission of the American Chemical Society.
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Figure 7.11 Visual images, PLA–PHB band-ratio, and PHB–PLA band-ratio FTIR images of the PHB–PLA (50:50 wt%)-blend film at 25
(a), 125 (b), 165 (c), 170 (d), and 175 ∘C (e). Vogel et al. [46]. Reproduced with permission of the American Chemical Society.
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Figure 15.3 Two popular routines proposed by Carmesin and Kremer [13] (Reproduced with permission of American Chemical Society)
and Shaffer [14] (Reproduced with permission of Elsevier) to generate the lattice model in MC simulation.
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Figure 15.4 Sequential snapshots of the formation of lamellar morphology from the PS-b-PI diblock copolymer system at (a) t= 0.006 μs,
(b) t= 0.12 μs, (c) t= 0.17 μs, (d) t= 0.29 μs, (e) t= 0.58 μs, and (f) t= 0.70 μs. Li et al. [33]. Reproduced with permission of Elsevier.
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Figure 15.7 Self-assembled structures under (a) strip nanopatterned surface and (b) mosaic nanopatterned surface. Wu and Dzenis [43].
Reproduced with permission of Elsevier.
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Figure 15.8 The lamellae structures formed by diblock copolymers in constrained spaces predicted by Monte Carlo simulation [48]. (a)
Barrel, (b) spherical (cut view). He et al. [48]. Reproduced with permission of Elsevier.
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